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Axioms are proposed for a certain "alternative" kind of ternary composition algebra, termed a 
3Cn algebra. The axioms are shown to be (for n > 2) in a simple correspondence with the 
axioms for a ternary vector cross product algebra. The axioms imply that n = 1,2,4, or S 
(from which the usual Hurwitz theorem is deduced). The existence of 3CS algebras is 
demonstrated by an explicit construction in four-dimensional Hilbert space, without appeal to 
the properties of the algebra of octonions. 

I. INTRODUCTION: 3Xn ALGEBRAS AND 3Cn 
ALGEBRAS 

Throughout this paper let E denote a real n-dimensional 
vector space equipped with a positive definite inner product 
(', >. For n>3 a ternary vector cross product for (E, ( , » is a 
map X: E 3 _ E that satisfies the axioms 1.2 

Xl X is trilinear, 
X2 XC a,b,c) is orthogonal to each of a,b,c, ( 1.1 ) 
X3 IIX(a,b,c) II = lIal\bl\cll, 

for all a,b,cEE. Here lIaIl 2 =(a,a) and IIa l l\a2 1\ a311
2 

= det( (ai,aj ». In such circumstances we refer to the triple 
m = (E,( , ), X) as a 3Xn algebra. 

With E and ( , ) as above, but allowing now any dimen­
sion n> 1, suppose that there is a map { }: E3 -E that satis­
fies 

Cl { } is trilinear, 
C2 {aac} = (a,a)c = {caa}, 

C3 II {abc} II = Ilalillb IllIcll, 
( 1.2) 

for all a,b,cEE. In such circumstances we refer to the triple 
(£ = (E, ( , ),{}) as a 3en algebra. 

It is known l
•
2 (see also Theorems 2.3 and 3.2 below) 

that 3Xn algebras exist only in dimensions n = 4 and n = S. 
Since the properties of 3X4 algebras are readily obtained, as 
indicated3 in Sec. II, the chief interest lies in the "exception­
al" 3XS algebras. Since the latter can be defined in terms of 
the (not-associative) algebra ° of the real octonions, pre­
vious authors2.4·5 have studied the properties of3XS algebras 
by appeal to those of the algebra O. However, a 3XS algebra 
has more symmetry than 0, the respective automorphism 
groups being5 •6 Spin(7) and G 2, of dimensions 21 and 14. 
Consequently one would expect that a study of 3XS algebras 
in their own right, without appeal to the properties of 0, 
would increase one's understanding of this area. 

These expectations are, in fact, borne out. For example, 
certain results for binary multiplication (the Hurwitz 
theorem, the existence of quaternionic subalgebras of 0) 
receive a cleaner formulation in terms of ternary multiplica­
tion (see Theorems 3.2 and 4.1 below). In particular, the 
proof we give of Theorem 3.2, the "3Cn Hurwitz theorem," 
does not involve us in having to choose a preferred unit ele­
ment eEE, nor in computations with the associated conjuga­
tion {lI---+Ka = a: 

a = 2(a,e)e - a. (1.3 ) 

The present paper represents an advance on a previous 
study 7 of 3Xn algebras in two chief respects. First, as a result 
of the inclusion of the "alternative axiom" C2 in our present 
definiton of a 3Cn algebra, we show-see Theorem 2.3-
that 3Cn algebras and 3Xn algebras are, for n> 3, in a simple 
one to one correspondence (under which the automorphism 
groups of the two algebras are identical). Second, we demon­
strate the existence of 3XS and 3CS algebras, without appeal 
to the existence and properties of the algebra 0, by display­
ing, in Sec. IV, surprisingly simple explicit expressions for 
X( a,b,c) and {abc}. (It is true that previously 7 we obtained a 
canonical form for a 3XS algebra. However, owing to the 
nonlinearity of property X3, it would have been exceedingly 
tedious to check directly that the purported ternary vector 
cross product X really did satisfy Axioms XI-X3.) In this 
paper we also take the opportunity to fill in many details of 
proofs that were omitted in Ref. 7. 

Remark: We ought to mention the ingenious and intri­
cate investigations of McCrimmon8 into general ternary 
composition algebras. The disappointing conclusion of 
McCrimmon's work is that the omission of Axiom C2 does 
not, up to isotopy (and up to permutation of the variables 
a,b,c in {abc}), lead to anything new. 

II. CONSEQUENCES OF THE AXIOMS 

In this section we consider some immediate conse­
quences, first, of Axioms XI-X3 and, second, of Axioms 
CI-C3. We are then able to demonstrate that the two axiom 
systems deal in effect with the same mathematical object. 

Associated with a 3Xn algebra m = (E, ( , ), X) is the 
scalar quadruple product <I> defined by 

<I>(a,b,c,d) = (a,x(b,c,d» (2.1) 

and also a family {Ta.b ; a,bEE} of linear operators on E, 
where 

Ta.bc=X(a,b,c). (2.2) 

Observe that <I> and T are, respectively, quadrilinear and 
bilinear functions of their arguments. 

Lemma 2.1: Functions <1>, X, and Tare alternating func­
tions oftheir arguments. Moreover Ta.bESk(E,E), for each 
a,bEE. 

Proof of Lemma 2.1: By X2, <I>(a,b,c,d) is zero when­
ever a = b or a = c or a = d. Hence <I> is alternating, and 
hence so are X and T. Knowing now that <I>(a,b,c,d) 
= - <I> (d,b,c,a) we read off the skew-adjoint property 
Tb•c = - Tb•c ' (WedenotebyA theadjointofalinearopera-
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tor A on E: (a,Ad) = (Aa,d).) 
Remark: Axioms X2 and X3 clearly rule out the possi­

bility n = 3. On the other hand if n = 4 we can make 
(E, ( , ) ) into a 3X4 algebra in precisely two ways, by taking 
<I> in (2.1 ) to be A or - A , where A is a normalized determi­
nant function for E. If, for n = 4, {a,b,c,d} is any ordered 
orthonormal basis positive in the sense that 
<I>(a,b,c,d) = + 1, then the nonzero values of X on this basis 
are obtained by permutation from the values 

X(b,c,d) = a, X(a,c,d) = - b, 

X(a,b,d) = c, X(a,b,c) = - d. 
(2.3) 

Turning now to a 3Cn algebra ~ = (E, ( , ), { }), we 
define, for each a,beE, linear operator ra.b and Ua,b on Eby 

ra,bC = {abc} and Ua,bc = {cba}. (2.4) 

From C1, ra,b and lTa,b are bilinear functions of their argu­
ments a and b, and from C2 they satisfy 

ra,a = (a,a)1 = ua,a (2.5) 

and hence satisfy also the linearized form of this last equa­
tion: 

ra,b + rb,a = 2(a,b )1 = Ua,b + ub,a' 

From C3 we have 

whence 

ra,bra,b = (a,a) (b,b )1 = Ua,bUa,b 

and hence also, by linearization, we have 

(2.6) 

(2.7) 

ra,b ra,c + ra,cra,b = 2(a,a) (b,c)1 = Ua,bUa,c + ua,cUa,b' 
(2,8) 

Setting c = a in (2.8) we obtain 

ra,b + ra,b = 2(a,b )1 = Ua,b + Ua,b (2.9) 

and hence, from (2.6) and (2.9), we see that 

(2.10) 

From (2.7) and (2.9) we see that if A = ra,b or if A = Ua,b' 
then A satisfies the quadratic equation 

A 2 - 2(a,b)A + (a,a) (b,b)1 = O. (2.11) 

If(e,e) = 1 then the special cases b = eof(2.6) and (2.10) 
yield 

ra .• = rti,. and ua•e = uti,e' (2.12) 

where a is as in (1.3). Incidentally, in ternary notation, we 
have a = {eae}, as is seen by letting (2.6) act upon band 
setting b = e. Other special cases of the above results yield 
the following lemma. The only further point that arises is 
that, in part (a) of Lemma 2.2, ra,b and Ua,b are proper 
isometries because they connect up continuously with 1 
( = ra,a = ua,a)' 

Lemma 2.2: (a) If (a,a) = (b,b ) = 1, then ra.b and Ua,b 
belong to the group SO(E) of proper isometries of E. 

(b) If (a,b) = 0, then ra,b = - rb,aESk(E,E) and 
Ua,b = - ub.aESk(E,E). 

( c ) If a,b,c are mutually orthogonal then r a.b r a,c 
= - ra,cra.b and ua.bua.c = - ua,cua.b· 
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As a lead-in to the next theorem observe that if Z: E 3 ..... E 
is defined by 

Z(a,b,c) = (a,b)c + (b,c)a - (a,c)b, (2.13) 

then Z satisfies Axioms C1 and C2, Consequently if { } satis­
fies C 1 and C2 and if X: E 3 --+ E is defined through the equa­
tion 

{abc} = X(a,b,e) + Z(a,b,c), (2.14 ) 

then X satisfies X(a,a,c) = 0 = X(c,a,a), whence X, clearly 
trilinear, is alternating. 

Theorem 2.3: If (2.14) is used to define a one to one 
correspondence between maps { }: E 3 ..... E and X: E 3 -+ E, 
then, for n>3, ~ = (E,(,), {}) is a 3Cn algebra if and only 
if 21 = (E, ( , ),x) is a 3Xn algebra. 

ProofofTheorem 2.3: Clearly Xl holds ifand only ifCl 
holds. Given X 1 and X2, then (Lemma 2.1 ) X is alternating, 
whence C2 follows. 

On the other hand given C1, C2, and C3 we can derive 
X2. By our lead-in to the theorem, we know that X is alter­
nating and thus it suffices to show that X(a,b,c) is orthogo­
nal to c, 

(c,x(a,b,c» = (c, {abc}) - (c,c) (a,b ) 

= (C,(ra,b - (a,b )1)c) 

=0, 

since, by (2.9), ra,b - (a,b )Iis skew-adjoint. 
To complete the proof we need to show, in the presence 

of properties Xl, X2, Cl, and C2, that C3 holds ifand only if 
X3 holds. Applying Pythagoras's theorem to (2.14) yields 

II {abc} II 2 = IIX(a,b,c) 112 + IIZ(a,b,c) 112 (2.15) 

and so the desired result holds by virtue of the (easily 
checked) identity 

(a,a) (a,b) 
(a,a) (b,b ) (c,c) = (b,a) (b,b) 

(c,a) (c,b) 

+ IIZ(a,b,c) 112. 

(a,c) 
(b,c) 
(c,e) 

(2.16 ) 

Remark: It follows from the correspondence (2.14) 
that the multiplication operators ra.b and Ua,b for the 3Cn 
algebra ~ are related to the multiplication operators Ta•b for 
the 3Xn algebra 21 by 

ra.b = (a,b)1 + Ta.b - Ja.b, 

ua.b = (a,b)1 - Ta.b - Ja,b' 
(2.17) 

Here Ja,bESk(E,E) is defined by Ja.bc = (a,c)b - (b,c)a. 
(If a and b are linearly independent, then Ja,b is nonzero and 
generates, by exponentiation, rotations in the plane < a,b > 
spanned by a and b. ) 

III. THE 3Cn HURWITZ THEOREM 

In this section we shall determine, without appeal to the 
usual Hurwitz theorem for (binary) composition algebras, 
those values of n for which 3Cn algebras exist. Bearing in 
mind Theorem 2.3, and the remark after Lemma 2.1, we see 
that n = 3 is ruled out, but that 3C4 algebras certainly exist. 
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The values of { } upon a positive orthonormal basis for a 3C4 
algebra are given by (2.14) in conjuction with (2.3). Any 
facts needed concerning 3C4 algebras are accordingly easily 
unearthed. In particular we can easily check that the proper­
ties 

rb,arc,ard,a = - 1= - (Tb,a(Tc,a(Td,a (3.1) 

hold for any positive orthonormal basis {a,b,c,d}. 
Remark: In terms of the associated (see Sec. V) binary 

composition algebra, isomorphic to the algebra H of the qua­
ternions, with a taken to be the identity element e in (5.7), 
we see that (3.1) is, in effect, granted that H is associative, 
Hamilton's relation ijk = - e. 

For n > 4, 3C4 subalgebras of a 3Cn algebra ~ = (E, ( ), 
{}) are readily constructed, as in part (a) of the next lemma. 

Lemma 3.1: Let {b,c,d} be any ordered orthonormal 
triad of vectors of E; set a = {bcd} [= X(b,c,d)] and 
H = <a,b,c,d> (= the subspace spanned by a,b,c,d). 
Then (a) H is a 3C4 subalgebra of E having {a,b,c,d} as 
positive [i.e., <I> (a,b,c,d) = + 1] orthonormal basis; (b) for 
nonzero h,kEll, rh,k and (Th,k map H onto Hand H1 onto 
H1; (c) for nonzero hEll and nonzero pElf 1, rp,h and (Tp,h 
inject H into H1; and (d) if nHEO(E) denotes the involu­
tion which is + 1 upon Hand - 1 upon H 1, 

rb,arc,ard,a = - nB = - (Tb,a(Tc,a(Td,a' (3.2) 

Proof of Lemma 3.1: (a) By C3 and X2, {a,b,c,d} is an 
orthonormal set and so dim H = 4. Moreover H is invariant 
under ru,v for u,VE{a,b,c,d}. For example, by the definition 
of a, we have rb,cd = a, whence rb,ca = - d, since, by 
Lemma 2.2, (rb,c)2 = - I. Also, by C2, rb,cc = b, and 
hence rb,cb = - c. In this way we see that {uvw} 
(= ru,vw) liesinH forallu,v,WE{a,b,c,d},andsoHisa3C4 
subalgebra. 

(b) Since His asubalgebra, rh,k and (Th,k map HintoH. 
But, by (2.7), rh,k and (Th,k are similitudes, and so map H 
onto Hand H 1 onto H 1. 

(c) For all kEllwe see that rp,hk = {Phk} = (Tk,hP lies 
in H 1 on account of part (b). Similarly (Tp,hk = rk,hP lies in 
H1. Since rp,h and (Tp,h are, by (2.7), invertible, they must 
inject H into H 1. 

(d) From (3.1) we see that (3.2) certainly holds when 
acting upon H. Since E = H $ H 1 the first equality in (3.2) 
will therefore be proved if we can show that r b,a rc,a r d,aP = P 
for all pElf 1. Now 

r c,a r d,aP = - r C,a r p,a d (since X is alternating) 

= rp,arc,ad [by Lemma 2.2(c)] 

=rp,ab [by (2.3)] 

Hence the desired result, since (r b,a ) 2 = - I. The second 
equality in (3.2) is proved similarly. 

Granted these preliminaries, we offer the following very 
brief proof of the "3Cn Hurwitz theorem." 

Theorem 3.2: For a 3Cn algebra, n must equal 1, 2,4, 
or S. 

Proof of Theorem 3.2: We need to show that n > 4 im-
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plies n = S. Given n > 4, choose a 3C4 subalgebra 
H = <a,b,c,d> as in Lemma 3.1, and letp be any nonzero 
element of H 1. Then ra,p is an invertible operator, which, by 
Lemma 2.2 (c) and (3.2), anticommutes with nB. Hence 
nH has zero trace, whence dim H 1 = dim H = 4, and so 
n=4+4= S. 

Remark: For a 3Cn algebra with n = 1 or n = 2 we have 
X = 0 and hence {abc} = Z(a,b,c). Certainly 3Cl and 3C2 
algebras exist, since, if we take E = Rand lIall = Ipl, then a 
3Cl algebra results from the definition {abc} = abc, while if 
we take E = C and lIall = (ao) 1/2 then a 3C2 algebra results 
from the definition {abc} = abc. Moreover, as discussed at 
the start of this section, we know that 3C4 algebras exist. 
Finally, 3CS algebras exist: see Theorem 4.2 in Sec. IV. 

IV. 3C8 ALGEBRAS 

These possess the pleasing property that they readily 
split into an orthogonal direct sum of two 3C4 algebras. 

Theorem 4.1: If H is any 3C4 subalgebra of a 3CS alge­
bra then H 1 is also a 3C4 subalgebra. 

Proof of Theorem 4.1: Since YP,q = rq,p' we have the 
identity 

(h, (pqr}) = «(Th,pq,r). 

Now for hEll and p,q,rEH 1 the rhs is zero, on account of 
Lemma3.1 (c). This is because, when dim H1 = dim H, (Th,p 
will, for nonzero h,p map H onto H 1 and, being proportional 
to an isometry, will therefore map H 1 onto H. The identity 
thus entails that (pqr}ElI 1 for all p,q,rEH 1. 

We now settle the question of existence of 3CS algebras 
by means of an explicit construction. To this end let C 4 de­
note a four-dimensional complex Hilbert space, with inner 
product (a,b) linear in a and antilinear in b. Let 1:1 be a 
determinant function for C 4, normalized to be + 1 upon 
some ordered orthonormal basis {eO,el ,e2,e3}. Let b XcXd 
denote the "complex ternary vector cross product" on C 4

, 

which is defined via 

l:1(a,b,c,d) = (a,b XcXd). (4.1 ) 

Observe that a X b X c is orthogonal to each of a,b,c, that its 
length is given by 

(aIXa2xa3,aIXa2Xa3) =det(a;.aj ), (4.2) 

but that it is antilinear in each of its three arguments. [We 
could equally well define a X b X c to be * (a /\ b /\ c), using 
that star operator determined by the choice eo /\ e I /\ e2/\ e3 
of unit element in /\ 4C

4
• Now recall that, for complex Hil­

bert space, the star operator is an antiunitary operator.] 
Theorem 4.2: Let E be the realification (C 4 ) R of C 4, let 

(a,b ) be the real part of (a,b), and define { }: E 3 - E by 

{abc} = aXb Xc + (a,b)c + (b,c)a - (a,c)b. (4.3) 

Then (E, ( , ), { }) is a 3CS algebra. 
Proof of Theorem 4.2: Clearly { } satisfies Axioms Cl 

and C2. It also satisfies Axiom C3-because the identity 
(2.16) still holds even when ( , ) is replaced throughout by 
(, ). 

Remark: Let [a,b] denote the imaginary part of (a,b): 
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(a,b) = (a,b) + i[a,b]. (4.4) 

Of course we have [a,b] = (a,ib ) = - (ia,b ) = - [b,a]. 
Thus E is equipped both with O( 8) geometry, via ( , ), and 
Sp( 8;R) geometry, via [ , ]. The ternary vector cross prod­
uctX: E 3 --Eassociated with {} is, from (2.14) and (4.3), 
seen to be 

X(a,b,c) = aXb Xc + i( [a,b]c + [b,c]a + [c,a]b) (4.5) 

and the associated scalar quadruple product is 

~(a,b,c,d) = Re(J1(a,b,c,d») + A(a,b,c,d), 

where 

A (a,b,c,d) = [a,b][ c,d] + [b,c][ a,d] 

+ [c,a] [b,d]. 

Remark: According to (4.3) we have 

Yiu,u = J, for all unit vectors uEE, 

(4.6) 

(4.7) 

(4.8) 

where JeSO(E) nSk(E,E) denotes the linear operator 
(lI--+ia on E. Consequently9 the ternary vector cross product 
defined by (4.5) is \0 of type I. Indeed if we adopt 

where ek, = iek' k = 0,1,2,3, as the orthonormal basis for 
E = (C 4)R, then the values of ct> on this basis are precisely 
those of the canonical form for ct>etype I which was de­
scribed in Ref. 7. 

Remark: The explicit expression (4.3) makes manifest 
the fact that the automorphisms of a 3C8 algebra certainly 
include at least SU(C 4

) CO(E) nSp(E), and so may prove 
useful in the context of the maximal subgroup chain: 

SU(4) CSpin(7) CSO(8). 

Remark: It could be of some interest to determine the 
invariance group G of ct> for a 3X8 algebra, since G could 
conceivably be larger than Spin (7). II After all, the automor­
phism group of a 2X3 algebra (i.e., that ofthe usual a X b in 
three-dimensional Euclidean space) is SO ( 3) while the in­
variance group of the associated scalar triple product l/J(a,b, 
c) = (a,b Xc) is SL(3;R); similarly the automorphism 
group of a 3X4 algebra is SO( 4) while the invariance group 
of ct> (a determinant function) is SL(4;R). However, the 
explicit expression (4.6) is probably not a good starting 
point for the determination of G, since we would still not 
know G even ifwe knew the separate invariance groups, say, 
G(I) and G(2» of Re(J1) and A. For G is larger than 
G (I) n G (2) , if only because it contains certain Spin (7) trans­
formations [those not in SU(C4

)] that mix Re(J1) and A. 
The author confesses that he knows neither G(I) nor G(2)' 

As far as G(2) is concerned it obviously contains 
Sp(E) g,;Sp(8;R), but is it perhaps larger? Certainly in four­
dimensional real space the invariance group of A is not 
Sp( 4;R) but SL( 4;R), because A is alternating and hence, in 
dimension 4, proportional to a determinant function. 

Remark: Starting from the explicit expression (4.5) and 
making use of the property 

(a l Xa2 xa3 ,b1 Xb2 X b3 ) = det(bi,aj ), (4.9) 

it is possible12 to derive the following identity for the (eight-
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dimensional, type I) ternary vector cross product X: 

(X(a,b,c),x(u,v,w» = (aAbAcluAvAw) 

+ F(a,b,c,u,v,w) , (4.10) 

where, writing j(a,b,c) + j(b,c,a) + j(c,a,b) as 
CYCa,b,J( a,b,c), 

F(a,b,c,u,v,w) = CYCa,b,cCyCu,v,w (a,u)ct>(b,c,v,w). 
(4.11 ) 

In its coordinate form the identity (4.10) has previously ap­
peared4

,13 in the physics literature on d = 11 supergravity 
theories. 

v. THE CONNECTION WITH 2Cn ALGEBRAS 

The pair (E, ( , ) ) becomes a composition algebra, in the 
usual (binary) sense, if E is equipped with a bilinear multi­
plication ab (not necessarily associative), which possesses 
an identity element e: ea = a = ae, and which satisfies the 
composition law 

lIab II = Ilalilib II· (5.1 ) 

If dim E = n we will refer to such an algebra as a 2Cn alge­
bra. 

If we start out from a 2Cn algebra we can construct a 
3Cn algebra by defining 

{abc} = (ab)c, (5.2) 

with b as in (1.3). In order to check that { } satisfies Axiom 
C2 we need to know the following two facts 14 concerning 
2Cn algebras. First, they satisfy the left and right alternative 
laws 

(5.3) 

Second, the conjugation a--a satisfies 

aa = (a,a)e = aa. (5.4) 

Granted these facts, { } as defined in (5.2) satisfies the axi­
oms for a 3Cn algebra. So Theorem 3.2 entails that 2Cn 
algebras can exist only in dimensions n = 1, 2,4, or 8-that 
is, Theorem 3.2 entails the well-known Hurwitz theorem for 
binary composition algebras. 

In fact, we can construct a 3Cn algebra out of a 2Cn 
algebra in four ways, by defining {abc} to be 

(1) (ab)c, (1') c(ba), 
(5.5) 

(2) (cb)a, (2') a(bc). 

In the case n = 8 all four kinds of {abc} are distinct, in the 
sense that they lie on different SO( 8) orbits. Indeed we can 
see lO that (1) and (1'), in some order, provide examples of 
types IR and IL

, while (2) and (2'), in the same order, pro­
vide examples of types I1R and IlL. 

Incidentally in order to see that ( 1 ) is mapped onto ( 1') 
under the natural action {abcJr-+K {a be} of the conjuga­
tion KeO _ (E) we need a third property of 2Cn algebras, 
namely, 

ab = ba. (5.6) 

Going in the other direction (the viewpoint of the pres­
ent work) if we start out from a 3Cn algebra we can con-
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struct a 2Cn algebra, moreover with any chosen unit vector 
eEE as identity element, simply by defining 

ac = {aec}. (S.7) 

In ternary terms the alternative laws (S.3) state that 

(Ya,e)2 = Y{aea},e and (O"a,e)2 = O"{aea},e' (S.8) 

which is seen to be the special case b = e of (2.11) [since 
{aea} = Z(a,e,a)]. Similarly the special case b = e of (2.7) 
entails (S.4). Moreover the conjugation K: fJt--+.ii commutes 
with Ta•e and anticommutes with Ja,e' whence we derive 
from (2.17) the result 

(S.9) 

On acting upon bwith the two sides of (S.9) we obtain (S.6). 
Alternatively (S.6) can be obtained from (2.8) upon setting 
a = e, b = ii, c = b. 

Remark: The relation (S.9) occurred also in some re­
cent work 15 of the present author where certain SO (7)-Clif-
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The relation between quatemionlike algebras and cross products of vectors is demonstrated. A 
classification of all cross products of vectors is given. 

I. INTRODUCTION 

During the preparation of our paper on quatemionlike 
algebras, I Professor Jose Adem suggested that those consid­
erations seemed to be closely related to the problem of a 
definition of a cross product of vectors in a vector space of an 
arbitrary (finite) dimension. The purpose of the present pa­
per is to find this relation. 

There are several possibilities to generalize the usual 
cross product ofvectors in three-dimensional real Euclidean 
vector space R 3 to arbitrary finite-dimensional vector 
spaces. Thus according to Eckmann,2 Whitehead,3 and 
Zvengrowski4.5 (see also Refs. 6 and 7), one can define a 
vector cross product in n-dimensional real Euclidean vector 
space R n to be a mapping 

satisfying the following axioms. 
(a l ) Pr is a continuous mapping of Rnr (1<r<n) into 

R". 
(b l ) Pr(v\> ... ,vr)·v; = 0, for every set of vectors 

(v1"",vr )ERnr and i = 1, ... ,r. 
(c l ) Pr(vl, ... ,vr ) ·Pr(vl, ... ,vr ) = det(v;'vj ), i,j = 1, ... ,r, 

for every set of vectors (vI,,,,,vr )ERnr . 
Here a dot stands for the usual Euclidean scalar product of 
vectors in R n 

• 

Another, more "algebraic" definition ofthe cross prod­
uct of vectors can be extracted from the works given by 
Brown and Gray,8 Gray,9 and Dundarer, Gursey, and Tze lO 

(see also Ref. 6). According to these works we have the 
following definition: Let Vbe an n-dimensional vector space 
over a field F of the characteristic =1= 2 and let (.,.) be a 
nondegenerate, bilinear, symmetric form on V. A vector 
cross product in Vis a mapping 

Pr:vr= VX···XV ..... V, l<r<n, 
~ 

rtimes 

satisfying the following axioms. 
(a2) Pr is an r-linear mapping of vr (l<r<n) into V. 
(b2) (Pr(vl, ... ,vr),v;) = 0 for every set of vectors 

(vI"",vr )EV r and i = 1, ... ,r. 

a) On leave of absence from University of Warsaw, Warsaw, Poland. 

(c2) (Pr (vl,· .. ,vr ), Pr (VI, ... ,vr » = det( (V;,vj ) ),i,j 
= 1, ... ,r, for every set of vectors (vI,,,,,vr )EVr. 

Then the following important theorem holds (see Refs. 
2-10). 

Theorem 1: The vector cross product satisfying the ax­
ions (al)-(cl ) or (a2)-(c2) exists if and only if (1) r= 1 
and n even; (2) r = n - 1 and n arbitrary; (3) r = 2 and 
n=3,7; (4) r=3andn=4,8. • 

Explicit formulas for the vector cross products are also 
known.4.5•8.9 

The cases of r = 2 and n = 3,8 or r = 1 and n = 8 are, 
perhaps, the most interesting ones. Thus the vector cross 
product in R 3 with r = 2 is the usual cross product. The 
vector cross product in R 8 with r = 3 can be defined in an 
elegant way in terms of octonions.4.5•

8- 1O Moreover, Dun­
darer et al. 10 were able to give a compact, unified, covariant, 
and explicit formulation of various "generalized vector cross 
products" in R 8 (compare also with Kleinfeld II). Then the 
cross product of vectors in R 7 with r = 2 can be defined in 
terms of pure octonions.5,8.12-14 

Now it appears that in the case ofr = 2 the axioms (a2)­
(c2) for P2 in R n are equivalent to the following axioms. 12-14 

(a3) P2 is a bilinear and skew-symmetric mapping of 
R n XR" into Rn. 

(b3 ) P2(V I,V2) 'V I = P2(V I,V2) 'V2 = 0, 

for any (V I,v2)ERn XRn. 

(c3 ) = P2(V,P2(v,w») = (v'w)v - (v'v)w, 

for any v,wER n XR n 
• 

In the present paper we consider the vector cross prod­
uct satisfying the conditions that generalize in a natural 
manner the axioms (a3)-(c3). 

II. CROSS PRODUCT OF VECTORS 

Let V be an n-dimensional vector space over the num­
ber field F ( = R or C). Then a mapping . X .: V X V - V is 
said to be a cross product in V if there exists a bilinear form 
on V, ( '1' ): V XV ..... F such that the following conditions 
hold. 

(a) The mapping . X . : V XV ..... V is bilinear and skew 
symmetric. 

(b) (vXwlv) = 0, for any V,WEV. 
(c) uX (vXw) = (ulw)v - (ulv)w, for any U,V,WEV. 
A bilinear form on V, ('1'): V X V ..... F, for which (b) 

and (c) hold true, is called a bilinear form associated with 
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the cross product . X '. If . X . is the usual cross product in 
R 3 then the properties (a), (b), and (c) are satisfied with 
( '1' ) as the usual scalar product in R 3. 

First we prove a simple Proposition. 
Proposition 1: The conditions (a) and (b) are equivalent 

to (a) and (b' ), where (b' ) reads 
(b' ) (vXwlu) = (uXvlw), for any U,V,WEv' 
ProotUtilizing (a) and (b) to(u + w)xvlu + w)one 

finds (b' ). Thus (a), (b) :=} (a), (b' ). The implication 
(a),(b' ) :=} (a), (b) is evident. The proof is completed .• 

Employing Proposition 1 we get easily that (a), (b), 
and (c) yield the following analog of the conditions (c l ) or 
(c2 ): 

(vXwlvXw) = (vlv)(wlw) - (VIW)2, for V,WEv' (1) 

Now we prove the following proposition. 
Proposition 2: Let V be an n-dimensional vector space 

over F and let/be a bilinear skew-symmetric mapping of 
V X Vinto V. Ifthereexistsabilinearformg: V X V---Fsuch 
that 

/(u,/(v,w») = g(u,w)v - g(u,v)w, for any U,V,WEV, 
(2) 

then g is a symmetric form and, for n > }, g is uniquely de­
fined by the mapping! 

Proot If n = 1, then every bilinear form on v is symmet­
ric. Consider n > 1. Let el, ... ,en be a basis of V, We set 

g(e;,ej ) = g;jeF 

and 

(3) 

/(e;,ej ) = L Ck;j ek, F3C k;j = - C k
j;, (4) 

k 

where small Latin indices are assumed to run through 1, ... ,n. 
By applying Eq. (2) to the basic vectors e; with the use of 
( 3) and (4) one gets 

(5) 
m 

where 8~ is the Kronecker delta. Contracting both sides of 
the formula (5) with respect to the indices I, k, we obtain 

) CI;m Cjl = - (n -1)g;j' 
f% 

Since n > 1, 

g;j =gj; = __ 1_} L CI;m C m
jl . 

n- I,m 

(6) 

(7) 

Thus the proof is completed. • 
As a consequence of Proposition 2 one has immediately 

the following Corollary. 
Corollary 1: If a mapping' X .: V X V --- Vis a cross prod­

uct in V, then a bilinear form on V, ( '1' ): V X V --- F, fulfilling 
the condition (c), is symmetric and if dim V> 1, then ( '1' ) 
is uniquely defined by . X . . • 

If dim V = 1, then (evidently) any bilinear form on Vis 
symmetric and it is associated with the cross product in V 
which is now uniquely defined, i.e., v X w = 0 for any V,WE V. 
If dim V> 1, then a bilinear form associated with a cross 
product in V is symmetric and it is uniquely defined by the 
given cross product. 
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Let us recall the definition of a quatemionlike algebra I 
(ql algebra). An (n + 1) -dimensional algebra ( n ;;d) Q 
with unity eo over F is said to be a quatemionlike algebra (ql 
algebra) if it is associated and if there exists a decomposition 

Q = Feo e V, (8) 

where V is an n-dimensional vector subspace of Q such that 
for every vector ve V, vveFeo. 

As it has been shown in Ref. 1, if some algebra, associ­
ative or not, admits a decomposition of the form (8), then 
this decomposition is unique. We need the notion of equiva­
lent cross products. Let VI' V2 be n-dimensional vector spaces 
over F and let};: VI X VI --- VI,/z: V2 X V2 --- V2 be cross prod­
ucts in VI' V2, respectively. Then the cross product}; is said 
to be equivalent to the cross product /z if there exists an 
isomorphism i: Vi .... V2 such that 

/zUv,iw) = i(}; (v,w»), for any V,WEVI. (9) 

Now we can prove the main theorem of this paper. 
Theorem 2: Given an (n + 1 )-dimensional ql algebra Q 

over F that decomposes according to (8), we define two 
mappings g: V XV-F and f V XV- Vas follows: 

vw = - g(v,w)eo + /(v,w), for any V,WEV. (10) 

Then/is a cross product in V and g is a bilinear form asso­
ciated with! 

Conversely, given an n-dimensional (n~ 1) vector space 
Vover F, a cross product in V, . X . : V XV- V, and a bilinear 
form ('1'): V X V-F associated with . X " there exists a 
unique (with the precision to an isomorphism) (n + 1 )-di­
mensional ql algebra Q over F that decomposes according to 
(8) admitting an isomorphism i: V - V such that 

/(iv, iw) = i(vX w), for any v,iiJEV, 

i.e., . X . is equivalent toJ, and 

g(iv,iw) = (vlw), for any v,iiJEV, 

(11 ) 

(12) 

wherethemappingsf V xV --- Vandg: V xV -Fare defined 
by (10); moreover if dim V = n > 1, then Q is uniquely (i.e., 
with the precision to an isomorphism) defined by the pair 
(V,·X·). 

Proot Let Q be an (n + 1) -dimensional ql algebra over 
F that decomposes according to (8), and letg: V X V ---Fand 
f V XV- Vbe the mappings defined by (10). From the fact 
that Q is an algebra it follows that g is a bilinear form on V, 
and / is a bilinear mapping of V X V into V, Since Q is a ql 
algebra, vveFeo, for every VEv' Hence, by (10), /(v,v) = 0 
for every vev, Consequently, as f V XV- V is a bilinear 
mapping, it is skew symmetric. 

Since Q is an associative algebra, 

(u,v)w=u(vw) , foranyu,v,WEV. (13) 

From (13) and (10) it follows that 

g(/(u,v),w)=g(u,j(v,w»), foranyu,v,WEV, (14) 

/(/(u,v),w) - /(u,j(v,w») = g(u,v)w - g(v,w)u, 

for any U,V,WE V. (15) 

Let el, ... en be a basis of V and let g;jeF, 
F3C\j = - C k

j; be the numbers defined by (3) and (4); 
small Latin indices are assumed to run through I, ... ,n. The 
formula (15), when applied to the basic vectors e;, yields 
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m 

Contracting both sides of (16) with respect to the indices /, 
k, and then with respect to /, i, one finds 

- >(C l
im cmjl + C l

lm cmij) = ngij -gji' (17) 
~ 

- })C l
lm cmjk + Cl

km cmlj) =gkj - ngjk • (18) 
I.m 

Writing ( 18) for k = i and adding the results to ( 17), we get 
(n + 1) (gij - gji) = O. Hence gij = gji' Thus we arrive at 
the conclusion that the bilinear form g is symmetric. Execut­
ing the cyclic sum with respect to u,v,w for both sides of ( 15) 
one obtains the "Jacobi identity," 

f(f(u,v),w) + f(f(w,u),v) + f(f(v,w),u) = 0, 

for any U,V,WE V. (19) 

Finally, from (15) and (19) one finds 

f(v,J(w,u») = g(u,v)w - g(v,w)u, for any u,v,weV. 
(20) 

The condition (14) for u = v yields 

g(v,J(u,w») = 0, for any V,W,EV. (21) 

Comparing (20) and (21) with (c) and (b), and also em­
ploying the symmetry condition of g, we conclude that the 
mappingf V X V - Vis a cross product in Vand the mapping 
g: V X V -F appears to be a bilinear form associated with! 
Thus the first part of our theorem has been proved. 

Now let V bean n-dimensional (n;>l) vector space over 
F and let the mapping . X .: V X V- Vbe a cross product in 
V; moreover, let the mapping ('1'): V XV-F be a bilinear 
form associated with' X'. Let us define Q: = F(:B V. We 
have Q = Feo (:B V, where eo: (I,O)EF(:B Vand Vis the vector 
subspace of F (:B V consisting of the vectors of the form (O,V), 
where VEV. Define a multiplication on Q as follows: 

Q xQ3(a,v),(b,w)~(a,v)(b,w)EQ, 

where 

(a,v)(b,w): = (ab - (vlw),aw + bv + vX w) (22) 

[compare (22) with Refs. 2 and 6]. It is a straightforward 
matter to show that Q with the above defined mUltiplication 
(22) constitutes an (n + I)-dimensional ql algebra over F. 
Let i: V - V be the natural isomorphism of Vonto V defined 
as follows: 

i: V3v ~(O,V)EV. 

Then, from (22) and (23) we obtain 

(O,v) (O,w) 

= (- (vlw),vXw) = - (vlw)(I,O) + (O,vXw) 

(23) 

= -(Vlw)eo+i(vXw), for any V,WEV. (24) 

Comparing with (10) one gets (11) and (12). 
Now let QI = Fe6l) (:B VI be a ql algebra such that there 

exists an isomorphism i I: V-VI for which the analogs of 
(11) and (12) hold. Define an isomorphism io: Fe61) -Feo, 

io (ae61 » = aeo, for every aEF. Then it easy to check that the 
mapping io (:B ioi l-

I is an isomorphism of the ql algebra QI 
onto the ql algebra Q. 
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Finally, utilizing Corollary 1 we complete the proof .• 
The main consequence of Theorem 2 is that there exists 

a 1: 1 correspondence between the class of all nonequivalent 
vector cross products in vector spaces of dimension n > 1 and 
the class of all nonisomorphic ql algebras of dimension 
n + 1 > 2. Therefore, employing the results of our previous 
paper I concerning the classification of ql algebras, we arrive 
at the following conclusion. 

A cross product in an n-dimensional real vector space 
V, . X .: V XV- V, belongs to one of the following types: 
(I) a trival cross product, i.e., 

VX w = 0, for any v,weV; (25) 

(II) a nilpotent cross product of the nilpotency class 2, i.e., a 
nontrivial cross product such that 

uX (VXw) = 0, for any u,v,weV; 

(III) there exists a basis el, ... ,en of V such that 

ea xep = 0, en xea = Eaea, 

Ea = ± 1; a,{3 = 1, ... ,n - 1; 

(26) 

(27) 

(III') n is odd and there exists a basis el, ... ,en of V such that 

eaXep =0, en Xe(n-l)!2+A =eA, 

en XeA = - e(n-l)!2+A' 

a,{3 = 1, ... ,n - 1, A = 1, ... (n - 1 )/2, 

(IV) n = 3, the usual cross product, 

(28) 

eI Xe2=e3, e3Xe l =e2, e2Xe3=el, (29) 

for some basis el , e2, e3; (IV') n = 3 and there exists a basis 
el , e2, e3 such that 

el Xe2 = - e3, e3Xe l = e2, e2Xe3 = el . (30) 

Employing Proposition 2 one can easily find the bilinear 
forms associated with the above listed cross products. 

(I) For n = 1 there exists a nonzero vector el such that 

(elle l ) = ± 1, 

or one has 

(vlw) = 0, for any V,WEV. (31) 

For n > 1, Eq. (31) holds. 
(II) The formula (31) holds true. 
(III) (ea lep) = (ea len) = 0, (en len) = - 1, 

a,{3 = 1, ... ,n - 1. 
(III') (ea lep) = (ea len) = 0, (e .. len ) = 1, 

a,{3 = 1, ... ,n - 1. 
(IV) (e i lej ) = 8 i1' i,j = 1,2,3. 
(IV') (ei Ie) = Ei8i1' i, = 1,2,3, E1 = E2 = - 1, 

E3 = 1. 
In the case of complex V we have the types (I), (II), 

(III), and (IV) [for n = 1 there exists a nonzero vector e1 

such that (e l le1) = 1, or one has (31)]. 
Remark: Given a cross product· X .: V XV- V, the al­

gebra (V, . X . ) appears to be a Lie algebra isomorphic to the 
Lie algebra ( V, [ . , . ] ) induced by Q = F (:B V with multiplica­
tion defined by (22). An isomorphism is given as follows: 
V3~! (O,V)E V. (For the notation see Theorem 2. Regard­
ing induced Lie algebras, see Ref. 1.) 
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Concluding the present paper we would like to deal with 
two problems. 

The first one concerns the possibility of generalization 
of the cross product of vectors on the vector spaces over an 
arbitrary field F. Employing the results of our recent work IS 

one can easily realize that such a generalization does exist for 
an arbitrary field F of the characteristic "not 2" and, in fact, 
it is almost "automatic." In particular, the main theorem of 
the present paper, i.e., Theorem 2, holds true in that general 
case. However, the proof of this theorem given here must be 
slightly changed to be valid generally. Namely, the formula 
(7) should be replaced by the formula 

gjj =gjj = - L C\m cmjk' k =lj, (7') 
m 

which follows from (5) or (20). [Thus the formula (20) 
yields the symmetry of the bilinear form g and we do not 
need the formulas (16)-( 18).] 

The canonical forms of all possible vector cross prod­
ucts can be written down in the case when a field F is of the 
characteristic "not 2" and, if n =I 3, also "not a divisor of 
n - 3" (for details, see Ref. 15). 

The second problem we would like to deal with concerns 
a relation of our cross product of vectors to Clifford algebras. 
This problem in all its details has been considered in Ref. 15. 
Now we cite the main results obtained. Given an (n + 1)­
dimensional (n> 1) quaternionlike algebra Q over a field F 
of the characteristic "not 2" which decomposes according to 
(8), one defines the quadratic space ( V, q), where q: V -> F is 
the quadratic form on v defined by 

vv = q(v)eo, for any veV. (32) 

Then we construct the Clifford algebra C( V,q) for (V,q) 
(see also Ref. 16). Prom the universal property of Clifford 
algebras it follows that there exists a unique homomorphism 
cp: C( v,q) -> Q such that cp (v) = v for any ve V. In particular, 
for any V,WEV, 

cp(V#w) = vw = - g(v,w)eo + f(v,w)eQ, (33) 

where the symbol # stands for the multiplication in Clifford 
algebra C( V,q), and the mappings g: V X V ..... F and f: 
V X V -+ Vare the same as in the formula ( 10). The mapping 
is a cross product of vectors in V and g is a bilinear form 
associated with/. 

Another interesting question arises: is the Clifford alge­
bra C( V,q) a ql algebra? The answer to this question follows 
from the general proposition (see Ref. 15). 

Proposition 3: Let V' be a vector space of dimension n' 
over a field F of the characteristic "not 2" and let q': V' ..... F 
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be a quadratic form on V'. Then, the Clifford algebra 
C( V',q') for the quadratic space (V',q') isaqlalgebraifand 
only if n' <2. Moreover, for n' = 1 every ql algebra over Fis a 
Clifford algebra over F; for n' = 2 there exists exactly two 
nonisomorphic ql algebras of dimension four over F which 
appear to be nonisomorphic to a four-dimensional Clifford 
algebra over F. The structures of these ql algebras are de­
fined as follows: 

(1) Q=FeofD V, 
ejej = 0, 

(2) Q=FeofD V, 

dim V= 3 
i,j = 1,2,3; 
dim V= 3, 

elel = e2e2 = 0, e3e3 = eo, 
ele2 = 0, e3el = el , 

where the set of vectors (e l , e2, e3 ) constitutes a basis for V .• 
Consequently we conclude that Clifford algebras over a 

field F of characteristic =I 2 define vector cross products ac­
cording to the "natural" scheme given in Theorem 2 if and 
only if their dimension = 2 or 4. 
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The properties of the Clifford algebra are concisely summarized in four identities that extend 
the usual Lie algebra to the entire algebra. This formulation may be used to analyze the general 
structure of the Clifford algebra, but it is found that the symmetry properties are not consistent 
with the geometrical content. The extension of the graded Lie algebra to the entire algebra 
generates a geometrical algebra which simplifies the analysis of the structure of the Clifford 
algebra. This produces a direct proof of the fundamental theorem that relates the Clifford and 
Grassmann algebras via the Pfaffian. 

I. INTRODUCTION 

The abundance of terms contained in an arbitrary Clif­
ford element conceals a wealth of geometrical information 
describing all relative knowledge ofa set of vectors. It is easy 
to study its structure in simple cases, but for more general 
elements it is necessary to resort to implicit statements of the 
geometrical content. In this paper a nonrecursive technique 
to analyze a Clifford element is developed, and this will natu­
rally lead us to the fundamental theorem of Clifford algebra. 

The usual approach to analyzing the structure is via the 
Lie algebra of the Clifford algebra, which corresponds to the 
commutator algebra, since we are dealing with an associ­
ative algebra. It is well known that this is the Lie algebra of 
the corresponding orthogonal group. The remaining struc­
ture of the Clifford algebra is given by the anticommutator 
bracket, which, together with the commutator bracket, pre­
sents the entire structure in four identities. The restriction of 
these identities to simple Clifford elements presents, in Sec. 
II, a concise summary of the properties of the orthogonal 
group. 

The structure of arbitrary Clifford elements can be ana­
lyzed using what has been called the multi vector formalism. 
Basically, this approach builds up any member of the algebra 
from the sum of products of Clifford vectors, as is done using 
the Feynman slash notation for the Dirac algebra, a well 
known Clifford algebra. The structure of a multi vector can 
be analyzed by repeated application of the commutator and 
anticommutator brackets. Such analysis is not performed on 
arbitrary Clifford elements simply because the bracket prod­
ucts do not express the geometrical content of the multivec­
tor in a consistent fashion. To progress, we must abandon the 
ordinary brackets and look at the generalized brackets. The 
generalized or graded commutator for an associative algebra 
defines the graded Lie algebra or, in the case of the Clifford 
algebra, the semigraded Lie algebra. Introducing the graded 
anticommutator again gives a complete decomposition of 
the Clifford product and we will see in Sec. III that these 
products are consistent in the geometrical operations that 
the products represent. 

This geometrical approach does not alter the inductive 
analysis referred to above, it only clarifies our perception of 
the operations. The study of multi vectors without using in­
duction techniques becomes feasible, up to a point, because 
of this geometrical insight. It also becomes obvious that the 
Pfaffian is the required object to represent the structure of 

the multivector algebra. This theorem is proved in Sec. IV 
using the generalized brackets. 

The Pfaffian plays, in the Clifford algebra, a role analo­
gous to the determinant in the Grassmann algebra. The 
properties of both algebras correspond to related properties 
of the mathematical objects used to define them except that, 
in the case of the Clifford algebra, this object is more compli­
cated than in the analogous Grassmann case. This extra 
complication is caused by the semigradation of the algebra 
and is studied in a separate paper I which deals mainly with 
the associativity property. In the Grassmann algebra this 
property leads to the Laplace expansion of a determinant, 
and in the Clifford case it leads to an expansion of the Pfaf­
fian analogous to the Laplace expansion. 

II. PROPERTIES OF THE CLIFFORD ALGEBRA 

The presentation of the Clifford algebra given here is 
taken from RaSevskii,2 since this approach reveals the exteri­
or subspace and introduces the concept of a versor most di­
rectly. The Clifford algebra will be assumed to be finite and 
related to a positive definite quadratic form, so that we use a 
vector space of dimension n, denoted by Rn , along with the 
standard metric. Following the notation of Porteous/ the 
universal Clifford algebra over Rn is denoted by a lowered 
index Rn. The basis of Rn, el, ... ,en, is identified with the 
basis of the vector subspace of Rn denoted by R~ I), and the 
quadratic form of Rn is defined by a symmetric, bilinear 
mapping on Rn

, ( , ), called the interior product. The sca­
lar subspace is taken to be the real numbers, R~O) = R. In the 
following we denote the Clifford product by the absence of a 
product symbol and an arbitrary element of Rn by capitals. 
Lowercase letters denote scalars and boldface letters are the 
vectors of R~ \) . 

The following are properties of the Clifford algebra, giv­
en by RaSevskii: 

(A +B)C=AC+BC, 

C(A + B) = CA + CB, 

(AB)C=A(BC), 

aB=Ba, 

(2.1a) 

(2.1b) 

(2.2) 

(2.3) 

aa = (a,a). (2.4a) 

Property (2.4a) will be called the contraction property, and 
it is this property that characterizes the Clifford algebra. 
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Introducing the metric tensor, (ej,ej ) = gij' then (ej + ej )2 

in (2.4a) gives the Jordan relation4 

ejej + ejej = 2gij' (2.4b) 

This relation contains the fundamental, geometric property 
that orthogonal vectors anticommute, since gij = 0 for i =1= j 
with an orthogonal basis. This property may be used induc­
tively to generate the basis of the entire algebra, called the 
polyvector basis. 

A simple polyvector is defined by RaSevskil as complete 
antisymmetrization of vectors under the Clifford product. 
Using the alteration operation Alt, a basis polyvector is de­
noted by 

1 
= - L oo( l7)ej ej .. 'ej , (2.Sa) 

r! 1IES r "I 11"2, .".,. 

where oS'" is the set of permutations of 1 ,2, ... ,r and oo( 17) is the 
sign of the permutation 17. 

There are C: = (:) basis polyvectors of tensor degree r 
and these form a basis of the subspace R~'). Members of this 
space are called polyvectors of valence r. Since there are no 
polyvectors having valence greater than n, Rn contains 2n 

basis polyvectors. Thus we may view the Clifford algebra as 
e" an aggregate of vector spaces, Rn ~ ED : = 0 R " and denote 

elements of the polyvector subspaces by suffixing the brack­
eted valence of the polyvector. 

Hence the grading over the polyvector basis of Rn is 
denoted by 

A = A (0) + A (1) + ... + A (n), 

where 

A (')ER~'), 

and any polyvector part may be expanded on the polyvector 
basis as 

A (,) = ~ ai,i""i'e .. " ai,.i, ..... i,ER. 
£.. [',.', ..... ',) 

;1 <;2< ... <i,. 

The scalar part is taken to be simply A (0) = aER. Also we 
denote the semigraded elements by A ( ± ) ER~ ± ), where 
R~ + ) denotes the subalgebra ofRn consisting of polyvectors 
of even valence and R~ -) is the subspace of odd valence 
polyvectors. 

The construction of the basis polyvector (2.Sa) pro­
duces a Grassmann form in the tensor algebra. For Clifford 
forms we need to consider basis elements that are graded in 
the tensor representation because of the contraction proper­
ty. For this purpose we define the versor of degree r or r­
versor to consist of the Clifford product of r vectors: 
81,82, ... ,8" 8jER~1). These may have many different valence 
polyvector parts given, in general, by the Z:z graded element 

A = 8
1
8

2 
... 8, =A (,) +A (,-2) + 00' +A (,mod2). (2.6) 

Versors consisting of only single valence polyvectors, 
A = A('), are completely antisymmetric and will be called 
exterior. 

The final property of the Clifford algebra, given by 
RaSevskil,2 is simply the statement that the polyvector basis 
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is isomorphic to the basis of the Grassmann or exterior alge­
bra: 

(2.Sb) 

where la;'a~" 'a;1 is the determinant ofthe matrix of com­
ponents IIa{II,j = 1, ... ,n, of the arbitrary rank-l tensors aj, 
i = 1,2, ... ,r. This is the exterior component A (,) of the multi­
vector (2.6). To find the structure of Clifford algebra we 
must construct the remaining polyvector components ofthe 
versor (2.6) in terms off unctions ofthe vectors 81,82, ... ,8,. 
Chevalleys and RaSevskif both give an algorithm to produce 
this structure given the components of the vectors 81,82, ... ,8, 
over an orthonormal basis. What we wish to arrive at is an 
explicit statement ofthe versor expansion of (2.6), which is 
independent of a basis. 

Having defined the main elements of the algebra, the 
versor and the polyvector, we now move to the Lie algebra, 
which is extended to the entire Clifford algebra through the 
use of the anticommutator product. 

The commutator and anticommutator products will be 
denoted by square brackets and braces, respectively. Since 
the Clifford algebra is associative, the commutator algebra is 
a Lie algebra satisfying the distributive property and the fol­
lowing derivation: 

, 
[A,B lB2 ' ooB,] = L B1B2 ' ooBj _ l [A,Bj ]Bj+ 1 00 ·B,. 

j= 1 

For r = 2, this may be polarized into the Jacobi identity 
and an identical relation for the anticommutator: 

[A, [B,C]] = [[A,B] ,C] + [B, [A,C] ], 

[A,{B,C}] = {[A,B],C} + {B,[A,C]}. 

(2.7) 

(2.8) 

Alternative expansions for both of these bracket relations 
may be proved by expansion: 

[A,[B,C]] = {{A,B},C} - {B,{A,C}}, (2.7') 

[A,{B,C}] = [{A,B},C] - [B,{A,C}]. (2.8') 

These are the required four identities that express all rela­
tions between the two brackets. 

These relations can be used to decompose any Clifford 
element using the multivector formalism. That is, an arbi­
trary Clifford element is equivalent to a sum of versors and 
each versor can be expanded via polarization of each vector 
product. For example, applying the identities above to vec­
tors reproduces the Gibb's vector identities in a more general 
form that applies to an arbitrary dimension space: 

[8,[b,c]] = [[8,b],c] + [b,[8,C]] 

= {8,b}c - {8,c}b, 

{8,[b,c]} = {[8,b],e}. 

(2.9) 

(2.10) 

The usual Gibb's identities are attained by restricting our­
selves to R3 and defining the dot and cross products: 

80b = H8,b}, (2.11) 

(2.12) 

where ell.2. l I' the basis polyvector of valence 3 or volume 
form, belongs to the center ofR3. It is interesting to note that 
the axial vector (2.12) cannot be defined without some 
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knowledge of a basis ofR3• Thus in order to be able to inter­
pret the geometrical content of the Gibb's identities, we have 
placed ourselves in the double bind of being restricted to 
three dimensions and having basis-dependent identities. 

The Clifford algebraic approach to escape this bind is 
simply to interpret the polyvectors as geometric objects. The 
bivector, denoted using the wedge product of two vectors, 

a/\ b =! [a,b], 

represents the planar subspace containing the two vectors, 
unless they are colinear. At this stage it is not easy to see that 
the bivectors are generators of rotations, but it is easy to 
verify, using (2.7), (2.9), and (2.11), that the Lie algebra of 
the subspace R~2) is the Lie algebra of the orthogonal group: 

[a /\ b,c /\ d] = ! [a, [b,c /\ d]] - ~ [b, [a,c /\ d]] 

= 2(b·c)a/\d - 2(b·d)a/\c 

- 2(a·c)b/\d + 2(a·d)b/\c. (2.13 ) 

Other elements of possible interest that we could decom­
pose, such as the anticommutator ofbivectors, are left to Sec. 
III. First we analyze the versor of degree 2 to find its "com­
plex" exponential form. Evaluating the square of the 
sum of two vectors introduces the cosine function, a·b 
= lal·lblcos e, where lal 2 = a2 and e is the angle between a 

and b. Squaring a bivector and evaluating using the Clifford 
identities gives (a/\ b)2 = - lal 21bl2 sin2 e, so that we may 
define the "unit" bivector B (2) = 8/\ I)/sin e, where 8 = a/ 
lal. This enables us to evaluate a two-versor in Rn as 

ab = a·b + a/\ b = lallbl (cos e + B(2) sin e). (2.14) 

The element in brackets is the required exponential 
81) = exp(B(2)e) and in R3 it is identical, apart from sign, to 
the quatemion versor since R~ + ) ~ H, the quatemion alge­
bra. 

Using the Clifford identities and the multivector formal­
ism, we have seen how easy it is to expose a powerful geomet­
ric algebra from fundamental algebraic concepts. The main 
importance of this approach is that the results are basis inde­
pendent, the proofs relying only on the symmetry properties 
of the Clifford product. For products involving only vectors, 
the brackets have a simple geometric interpretation. But this 
breaks down for higher valence polyvectors, making the 
multi vector decomposition impractical for Clifford ele­
ments of arbitrary valence. For example, the Gibb's scalar 
triple product, represented by (2.10), is a geometrical 
expression of the volume form. Hence the geometrical inter­
pretation of the anticommutator depends upon the valence 
of the polyvector products. The graded products of Sec. III 
rectify this situation. 

III. GRADATION OF THE CLIFFORD ALGEBRA 

Similar to the Lie algebra, a graded algebra for an associ­
ative algebra is defined using the graded commutator.8 This 
also holds for semigraded algebras, so we define the graded 
commutator, denoted by a circle, as 

A (r)oB (s) =! (A (r)B (s) _ ( _ 1)rsB (s)A (r»). (3.1) 

2340 J. Math. Phys .• Vol. 29. No. 11. November 1988 

This will be called the superproduct and produces a Z2-grad­
ed Lie structure: 

A (±)OB(±)ER~+), A (±)OB('F)ER~-l, 

A (r)oB (s) = _ ( _ 1 )rsB (s)oA (r), 

A (r)o (B IS,) B is,) . .. B kSk ) 

k 
= I (_l)'(S,+s,+ ... +Sj-')B\S')BiS,) ... 

j=1 

(3.2) 

X B(Sj-I)(A (r)oB(S)B(Sj+I)···B(Sk) (3.3) 
J-I J J+I k· 

The superproduct generates the semigraded Lie algebra 
of the Clifford algebra. Further subalgebras are again given 
by R~2) and R~ + ), but these reduce to the ordinary Lie subal­
gebras. We extend the graded subalgebra to the entire Clif­
ford algebra by defining the generalized exterior product 
which is denoted by the wedge-bar symbol: 

A (r)AB (s) = ~ (A (r)B (s) + (_ 1)rsB (s)A (r)). (3.4) 

This product has the same commutivity as the Grassmann or 
exterior product: 

(3.5) 

In general, the generalized exterior product has the follow­
ing graded polyvector representation: 

A (r)AB(s) = C = c(r+s) + c(r+s-4) 

+ ... + c[(r+s)mod4J. 

This is a generalization of the exterior product since it 
contains the exterior polyvector part C( r + s) • All terms C( k) , 

where k < lr - sl, are zero, since c(lr- sl) is the lowest va­
lence polyvector part of A(r) B(s) and hence the series ter­
minates at the polyvector of valence r + s 
- 4[min(r/2,s/2)], where [x] is the integer part of x. The 

remaining polyvector components of the Clifford product of 
A(r) and B(S) are given by (3.1), thus giving a complete 
decomposition of A(r) B(s) . The lowest valence polyvector 
part, c(lr-sl), may be contained in either (3.1) or (3.4). 

The graded derivation (3.3), for the case r = 2, leads to 
the graded Jacobi identity and a similar expression for the 
generalized exterior product: 

A (r)o(B(s)oC) = (A (r)oB(s»oC 

+ (_l)rsB(S)o(A (r)oC), (3.6) 

A (r)o(B(s)AC) = (A (r)oB(s»AC 

+ (- l)"B (s)A (A (r)oC). (3.7) 

Again we provide another two identities that may be 
proved by simple expansion: 

A (r)A (B (s)A C) = (A (r)AB (S) A C 

- ( - 1)rsB (S)o(A (r)oC), (3.6') 

A (r)o(B(s)AC) = (A (r)AB(S»oC 

- ( - 1)rsB (S)o(A (r) A C). (3.7') 

The first expresses the essential property of nonassociativity 
of the generalized exterior product. Note that these identi­
ties are actually semigraded and so can be applied to versors 
whose degree replaces the valence of the polyvectors. 

We reduce the four identities to relations for vectors 
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and bivectors. Setting A = a and C = b in (3.6b) gives 
aA (BAb) = (aAB) Ab, which may be written as 

aA(bAC)= -bA(aAC). (3.8) 

Also, setting r = s = 1 in (3.6) and (3.7) gives 

ao(boC) = - bo(aoC), 

(aob)C=ao(bAC) +bA(aoC), 

(aAb) A C = aA (bA C) + ao(boC), 

(aAb)OC=ao(bAC) -bo(aAC), 

= aA (boC) - bA (aoC), 

(3.9) 

(3.10) 

(3.11 ) 

(3.12a) 

(3.12b) 

where (3.10) has been used twice in (3.12a) to derive 
(3.12b). Here (3.8) and (3.9) formalize identities employed 
by Greider9

: ao(aoC) = aA (aA C) = O. 
This may be generalized to arbitrary simple elements 

using equations (2.8); [A,{A,B}] = 0 and {A, [A,C]} = O. 
These ordinary bracket identities have graded representa­
tions that depend on the semigrading of A in the following 
way: 

Ao(AoC) =AA (AA C) = 0, if A =A( -); (3.13a) 

AA(AOC) =Ao(AAC) =0, ifA=A(+l. (3.13b) 
The vector and bivector identities provide a complete set 

of relations that can be used to decompose any multivector 
from the left. This process is aided by the geometrical inter­
pretation of the graded products that is displayed in the iden­
tities. For example, aA c(r) is the exterior or valence r + 1 
part of aC(r) , while aoC( r) is the contracted or valence r - 1 
polyvector part. This exterior property of the wedge-bar 
product for vectors has been used by Jacobson6 and Hes­
tenes 10 to inductively define an exterior multivector of de­
gree r: 

e[;,.;, ..... ;,] = e;, A (e;, A "'(e;,_, Ae;»). (3.14) 

This is indeed exterior since, by (3.8), any exchange ofvec­
tors brings about a change in sign. Because of this alternating 
property, we expect (3.14) to be identical to the basis p~ly­
vector (2.5) in the Clifford space. In fact, the contraction 
property cancels any difference between the two definitions 
of this element, and so there is no need to distinguish be­
tween them. Hence it is possible to define an exterior product 
in Clifford algebra without resorting to complete antisym­
metrization. This product is denoted by the usual wedge 
symbol, 

A(r) = al"\az /\'" /\ar = a l A(a2A'" A (a,_1 Aa,»). 

The following graded derivation for basis polyvectors 
may be proved inductively using (3.10): 

r 

e;oe[;, ..... i,j = L ( - I)j-lgjjje [i, •...• 1" ...• ;,1' (3.15) 
j=1 

where the index denoted with a circumflex is omitted. 
The identities (3.8)-(3.12) carry the same information 

as similar identities given, using the ordinary bracket prod­
ucts, but are geometrically easier to decipher. For example, 
considering either (3.8) or (3.11) with C = c gives 

aA (bAc) = (aAb) Ac. (3.16) 

This is immediately recognized as a three-volume element 
and shows that in R3 the generalized exterior product is asso-
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ciative and thus defines an exterior product. In R3 it is equiv­
alent to the scalar triple product with the transformation 
between the two being carried out by the duality transforma­
tion. This is multiplication by e\3.2.ll which commutes in R3 
but changes the gradation of the products in (3.16). 

Using this geometrical identification of the graded prod­
ucts, it is now easier to analyze the anticommutator of two 
bivectors that, in this case, corresponds to the generalized 
exterior product. Using (3.11), we find that this contains 
both the exterior part and the scalar part of the polyvector 
product: 

(a/\b) A (c/\d) = a/\b/\c/\d - (aoc)(bod) + (a-d)(b-c). 

Thus the evaluation of the square of a bivector is simply 

(a/\b)2= _(a2b2_ (aob)2)= _a2b2 sin2 B, 

where B is the angle between a and b. Apart from the nega­
tive sign, this is the norm of the Clifford algebra, so the bivec­
tor "length" is Ib A cl = Ibllclsin B. 

The graded identity that reproduces the triple vector 
identity, represented by (2.9), is given by (3.10) with C = c: 

aO(bAc) = (aob)c - (aoc)b. (3.17) 

This identity exposes the triple vector identity as a sim­
ple statement of the graded derivation. The action of the 
bivector on the vector a under the superproduct is immedi­
ately recognized as a rotation of a by 90·, for if we try to 
contract (3.17) with a, then by (3.13a) we find they are 
orthogonal: ao(aO(bAc») = O. Of course, the rotation is 
within the plane of the bivector and, by setting a = b, we find 
that the rotation has the sense of b moving towards c. The 
geometrical action of the superproduct of a bivector with an 
arbitrary element may be analyzed using (3.6'), with 
A = B = B(2), 

Bo(BoC) = (BAB)AC-BA(BAC) 

= -IBI2C-BA(BAC). (3.18 ) 

Using (3.13b), we find that - BBCis a polarization of 
C into components with even or odd numbers of vectors 
lying in the plane of the bivector B. If C = BoC' then we see 
that (3.18) is a rotation of 180· since, by (3.13b), BoC' is 
already contracted. Therefore BoCis a selection of that part 
of C with a single vector in the plane of B and this vector is 
rotated by 90·. This is also the interpretation of the Lie prod­
uct of bivectors (2.13). The remaining terms in the product 
BC are the semigraded exterior parts B A C, and we can use 
the polarization of (3.18) to select either part of C. With 
respect to the unitbivector B(2) = bAc/lbAcl, we define the 
parallel or contracted component of A, 

A II = - B(2)O(B(Z)oA) =! (B (2)AB (2) +A). 

For example, if A = a then this is the projection of the vector 
onto the plane of b /\ c. The perpendicular part is 
Al =A-AII = -B(2)A(B(2)AA). 

We can now easily interpret the transformation law, 
A I = VAV- I

, where Vis two-versor, as a rotation. It is de-
. h . 1 t' Al oB (2) composed usmg t e commutation re a Ions 

= A II AB(Z) = 0 in (3.2) and (3.5): 
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A I = exp( - B(2)f) 12)A exp(B(2)f) 12) 

= A 1 + A II exp(B (2)f) 

=A 1 +AIi(hoc) +AO(hAc), 
where we have used exp(B (2)f) = hc = hoc + hAc. This is 
recognized as a rotation of vector components lying in the 
bivector plane through angle f). For vectors it is identical to 
the usual vector notation apart from the generalized triple 
vector product (3.17) which applies in a vector space of 
arbitrary dimension. The geometrical identification of the 
graded products allows for a concise evaluation of a rotation 
for any multivector. For more general versors V, Rasevskit2 

has shown that the transformation A I = VA V - I is an auto­
morphism of the Clifford algebra defining the orthogonal 
group, proper or improper, for the versor being, respectively, 
of even or odd degree. 

The differences between the identities for the graded 
and ordinary products are only cosmetic, but it is the 
straightforward expression of the geometrical content that 
makes the graded products easier to manipulate. The geo­
metrical description of the graded products, in general, is 
simply that the superproduct contains those parts of the Clif­
ford product that consist of an odd number of contractions, 
while the generalized exterior product selects pairs of con­
tradictions including, formally, the exterior part. This is 
consistent with the supersymmetry properties of the graded 
products and the geometrical content of (3.11) and (3.12). 
The ordinary brackets mix this natural grading and thus do 
not reflect the geometrical operations in a consistent way, 
and it is for this reason that the graded products may be 
considered superior to the ordinary products. 

IV. THE FUNDAMENTAL THEOREM 

The analysis of the structure of a versor reveals that the 
Z2 gradation (2.6) may be described as being completely 
contracting. By this it is meant that the contraction property 
(2.4b) is applied between all possible pairs of factors of the 
versor remembering that noncontracting pairs must anti­
commute. This structure is conveniently given by the Pfaf­
fian, which is simply a subset of the expansion of the de­
terminant. Before defining the Pfaffian, it is necessary to 
introduce certain well known sets to be used extensively in 
what follows. 

The sets consist of arrangements oflabels which may be 
taken to be subsets of the natural numbers N. We denote 
ordered sequences of subsets of N by 

N~ = (p,p + 1, ... ,q) 

where 

1 <;p<;qEN. 

We adopt the notation that Greek letters denote the reorder­
ings of the sequences and thus represent bijections of the 
labels N~. The ith component of a particular arrangement p; 
is the result of p acting on iEN~. Of course, the original order 
of N~ is important and is always taken to be the natural 
order. 

The first set, which contains the other sets to be defined, 
is the permutation or symmetric set, S n (N~! ~ ). This is the 
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set of n! permutations of the n labels N~ ! ~. Any particular 
permutation 1TES n (N~ ) has sgn (T( 1T) given by the parity of 
the rearrangement 

( 
1,2, ... ,n ) 

1T1,1T2,· .. ,1Tn 

The remaining sets are defined as subsets of sn by plac­
ing ordering restrictions on the components of the bijections. 
The normal ordered set, N 2r (Nt r

), takes all members 
pES 2r(Nir) such that (i) for any kEN~ ,P2k _ I <P2k and (ii) 
for any h,kEN~ , h < k => P2h _ I <P2k _ I' For each k in con­
dition (i) the number of members in the set is halved, while 
condition (ii) selects only one of each r! ordering given by 
s2r. Hence the cardinality of the set is (2r)!/ (2' r!). 

The partition set P;.q(N7) has members fLES n(N7), 

such that fLl < ... <fLp, fLp+ 1 < ... <fLp+ q' and fLp+ q+ I 

< ... <fLn' For q = 0 this reduces to the combination set, 
c; (N~ ), which has n!/( (n - p) !p!) members as a result of 
the restrictions fLl<fL2<"'<fLp and fLp+1 <fLp+2 
< ... <fLn' This, of course, corresponds to the combinator­
ics problem of partitioning n labels into two parts and satis­
fies C ~ (N~) = C ~ (N~) = N~. The reason for formulating 
this set in this way is simply to expose the parity assigned to 
each member of these sets. 

It may be noticed that the partition set P ;.q (N7 ) can be 
constructed as the composition of two combination sets, but 
that this may be done in two ways. Thus we have the follow­
ing identity to be used later: 

L (T(fL) I",,,, .. '''0 
J-lEP;.q(N::t'1) 

L (T(fL) 
j.LEC;+ q(N:~ t 'Ii) 

L (T(fL) 
jlEC;(N:;! t '1} 

x (4.1 ) 

We can now return to the introduction of the Pfaffian. Be­
cause of their close association, we define both the Pfaffian 
and the determinant using the above sets. 

A Pfaffian is characterized as being the square root of 
the determinant of an even-dimensional, antisymmetric ma­
trix. For matrix A having components aij' i,jEN~, its deter­
minant is denoted by laij lor, in terms of the diagonal compo­
nents, as la lla22 " 'ann I. If this matrix has components 
aij = - aj;, i,jENtr, then the Pfaffian of the upper diagonal 
half of A has notation ,\aij I, or in terms of its upper compo­
nents, ,\a 12a23 " 'an _ In I, n = 2r. 

The determinant of rank nand Pfaffian of order rare 
defined by Porteous3 as 

lall,a22, .. ·,ann I = L (T( 1T) II a krr., (4.2) 
1TES"(N'\') kEN~' 

,\al2,a23, .. ·,a2r_12rl = I (T(p) II apn-IP2.· (4.3) 
peN2r(N;') kENt 
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The Pfaffian has many properties in common with the 
determinant, the main one of interest here being the Pfaffian 
cofactor expansion, II which has identical form to the deter­
minant cofactor expansion. Before this well known result is 
presented, an important mathematical object is introducted. 
This is the Pfaffian containing components of the metric ten­
sor (2.4b). We define 

T __ = {\gi'i' ···gi._,i.l, keven; (4.4) 
1,1,---1. 0, k odd. 

In terms of this object the Pfaffian cofactor expansion is 

Ti,i,- --i. = " u( V)gii Ti i ---i ~ I VI.. _ I v~ v. VI< _ I 

,-"cZ = 1(N~) 

k 

= " (-I)jgij-_Tii -__ '---i., (4.5) ~ IJ 23 J 
j=2 

where again the circumflex denotes the omission of an index. 
If we continue this expansion we find that Ti,i, __ -i. con­

tains terms giving all possible ways of pairing the indices of 
the tensor via the metric tensor. This is the property that 
makes Pfaffians useful in statistical mechanics l2 and it is 
inherited from the normal ordered set which pairs off the 
labels (P2i _ I , P2i) in all possible ways. It is also exactly 
what is wanted in the structure of a versor, except that the 
factors not contracted using the metric tensor must be anti­
symmetric and representable by polyvectors. The tensor 
Ti,i,- _ -i. may be referred to as the contraction tensor and must 
be applied to each even subset of the basis versor indices. 
This is given in the following fundamental theorem connect­
ing Grassmann and Clifford algebras. 13 

Theorem: 
[r/2J 

a la2 " 'ar =" " u(II.)\a -a a -a £.. £.. r- 1', 1','''''I'2k-, 1'2. 
k=O I'ECi.(NI> 

x laI'2.+, /I. ... /I. aI',' (4.6) 
Proof: It is only necessary to consider the versor basis so 

that the proposition becomes ei, ei, .. 'ei, = Ei,i,---i" where 
[r/2J 

E- - - =" " u(II.)T - - e[- - j' ','2""1' ~ L r-- 'jJ.,'p,!···'IJ2k '1121.. + 1·····IJlr 

k = 0 I'ECi.(N;) 
(4.7) 

The proof of this statement is by induction with the basis 
being the r = 2 case. Using (2.14) we have 

Ei,i, = eli"i, J + gi,i, = ei, ei,' 

We proceed to the general case by decomposing Ei,i,---i, into 
terms with p, I = 1 or P,2k + I = 1 [this task has been simpli­
fied by our definition ofthe combination set C;k (N~)]: 

[(r- 1)/2J 

Ei,i,---;,= L 
k=O 
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Note that for k = 0 there is no Pfaffian part, and for k 
= [r/2] there is no polyvector part if r is even. Hence the 

changes to the limits of k. Also, there is no sign change in the 
first term as given by an even parity rearrangement of ( 4.7). 
Now we apply the Pfaffian cofactor expansion (4.5) to the 
second term 

Exchanging the order of the combination sets in the sec­
ond term of (4.8) and using (4.1) withp = 2k - 2, q = 1, 
n = r - 1, and m = 1 gives 

X Ti i '--i e[i i ] 
1-'. ,.,,~ J.l2k - 2 Pv/ .. ·• J.lvr _ 21< + I 

r-I 

L U(p,) L (- 1 )j-Igi,i
u 

/l-ECi.-'2(N') j=2k-1 J 

X Ti i . - -i eli ---, ---i j 
", 1-'2 P2k - 2 #J-2k _ I I'j 1-',. - I 

L U(/-l) T,'I"P:' ·1J-l2f.:. _ 2 ei , oe[ 'IIH; _ ) ..... ilJ.r _ I]' 
j-lECi; ~ 2(Ni) 

where we have also used (3.15). Notice that for 
k = [( r + 1) /2] there is no polyvector part for r odd, while, 
for r even, [( r + 1) /2] = [r /2] . Hence there is no change if 
we take the upper k limit in the second term of (4.8) to be 
[ (r + 1) /2 ]. Changing the step of this k value to bring it in 
line with the other term in (4.8), and using (3.14) finally 
gives the statement of the inductive step: 

By the inductive argument, Ei,i." -i, = ei, e i , •• 'ei,' and 
thus we have proved the proposition. The statement of the 
theorem follows from the multilinearity of the versor. 

The Pfaffian in the versor expansion (4.6) carries a de­
terminant part which is a fundamental part of the property 
of associativity. This structure is exposed in the following 
theorem on the Clifford product of two polyvectors. 

Theorem: 

(a l /I. a2 /I. ... /I. ar )(b l /I. b2 /I. ... /I. bs ) 

min(r,s) L (_l)k(2r-k-I)/2 L U(p,) 
k = 0 I'EC~(N;) 

X L u( v) (Ial', -by, ,aI', -by, , ... ,al'. -by. 1 

veCl(N'1> 

-al'< + , /I. ... /I. aI', /I. bYk+ , /I. ... /I. bv)' ( 4. 9) 

Proof: Again, by multilinearity, we need only consider 
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the polyvector basis. The basis of ( 4. 9) will be some subset of 
the (r + s)-versor: 

= 

(4.10) 
I 

To derive the structure of (4.9) we simply antisymme­
trize separately the first r and the last s vector factors of 
(4.10), thus eliminating any components of Ti i "'i that 

1'1/-l1 #].k 

represent contractions within the rank r and rank s polyvec-
tors of (4.9). For example, the first term of the cofactor 
expansion will be annihilated for r greater than unity. Hence 
it is convenient to rearrange the indices of ( 4.1 0) before anti­
symmetrizing. For this rearrangement we choose 

(J.t 1,J.tZ,J.t3,J.t4,···,J.t2k - I ,J.t2k ,J.t2k + I , ... ,J.t, + k ,J.t, + k + I , .. . ,J.t, + S ). 

Vt 1'J.t, + I ,J.t2'J.t, + 2 , •• • ,J.t k ,J.t, + k ,J.t k + I , ••• ,J.t"J.t, + k + I , ... ,J.t, + s 

This fixed permutation shuffles the elements of 
C ~t S(N~ + S) and does not violate the normal ordering rules 
for the indices of the contraction tensor. The parity of this 
arrangement is given by the number of exchanges involved in 
movingindicesJ.t,+ i throughJ.tj' VieN~ and VjeN~+ I' This 
is (r - 1) + (r - 2) + .. , + (r - k) = kr - ~ k(k + 1). 

It is now straightforward to form the basis polyvectors, 
e(i, ..... i,] and e(i,+I ..... i,+.]' in (4.10), using the alternating 
maps1TES'(N~) andpeSS(N~!~ ),respectively. These maps 
have no effect on the polyvector in (4.10), and so we concen­
trate on the normal ordered indices. The modified contrac­
tion tensor, Ti iii "'i i ,has labels that satisfy 

1T1l,PP.I'+I1TIl~PP.r+2 tr/-lkPP.,+k 

1T'1-'/ <PI-',+i because of the normal ordering condition. The 
mappings 1T' and P extend this inequality to 
J.ti <J.t'+j' VieN~ andjeN~. Thus the Pfaffian (4.3), under 
these conditions, reduces to the determinant (4.2) which 
absorbs both alternating maps. The combination set 
C~tS(N~+S) now splits into separate combinations for the 
label subsets N~ and N~! ~. Relabeling the indices J.t,+ k by 
Vk and the polyvectorlabels i, + k by A finally gives the Clif­
ford product of the basis polyvectors: 

miner,s) L (- 1)(1I2)k(2,- k-I) L a(J.t) 
k = 0 JLEC'(N\l 

Note that for k> min (r,s), one of the k metric tensors 
must have both index labels from one antisymmetrized set 
and all such terms are excluded. Thus the proof of the 
theorem is complete. 

This theorem on the structure of the polyvector product 
is an explicit statement of the semigradation given by Hes­
tenes lO

: 

min(r.s) 

R~')R~S)C L R~'+S-2k). 
k=O 

The smallest polyvector part of this semigradation has va­
lence Ir - sl and has been called the generalized interior 
product by Hestenes. For s > r this is 
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I 
(a l /\ ... /\ a, )o(b l /\ ... /\ bs ) 

= ( _ 1),(,-1)/2 

x ~ a( v) lalobv , ... ,a,obv Ibv /\ '" /\ bv . 4.J I r r+ I s 

veC~(Ni) 

The commutation law for this product is 
A (r)oB(S) = (_1),s+min("s)B(s)oA (,). 

The largest polyvector or exterior part of the product 
can be selected from (4.9) in the following way: 

x (aI-', + 1 /\ ••• /\al-',+) = al /\ ••• /\a,+s' 

This, of course, is a statement of the Laplace expansion of a 
determinant, resulting from (2.5'), and emphasizes the fact 
that we have assumed that the polyvector basis forms an 
exterior algebra under the alternating mapping. When ex­
panded over an orthogonal basis, this statement becomes 
almost trivial in the Clifford algebra, but this does not dimin­
ish the content of ( 4. 9) for the definition of the basis poly­
vector (2.5) that did not assume the basis vectors were or­
thogonal. We also look at a part of (4.6); in particular, the 
scalar part. Denoting the function that selects this grade by 
sp( ) we see immediately that sp(ei ei .. 'e,' ) = r,. " ... ,' , 

,2 It 12 It 

where Tili, .. 'i.' is defined by (4.4). Thus the properties of the 
scalar part of an even-versor correspond to the properties of 
the Pfaffian. This generalizes the properties of the trace op­
eration in the Dirac algebra 14 to an arbitrary Clifford alge­
bra. 

Salingaros IS has considered generating the Clifford al­
gebra using (4.6) and (4.9) as the definition ofthe Clifford 
product. Unfortunately, his form of (4.9) contained an in­
correct sign factor, presumably because it was not derived 
from the more fundamental (4.6). By the universality of the 
Clifford algebra it is sufficient to verify properties (2.1)­
(2.5) , for ( 4. 6 ), to prove that it defines the Clifford product, 
and this is the path followed by Salingaros. We can immedi­
ately see that, except for associativity, these properties are 
easily satisfied. The contraction property (2.4) follows from 
the use of the Pfaffian contraction tensor, while (2.5b) is 
guaranteed by the construction of the versor over the poly­
vector basis. 

But it is the property of associativity (2.2) that is most 
revealing. This property is not trivial as suggested by Salin-
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garos, and thus the proof that (4.6) is a definition of the 
Clifford algebra was not completed. Although it is not neces­
sary, we could go on to verify that (4.6) generates an associ­
ative product. Such a proof involves a Pfaffian expansion 
analogous to the Laplace expansion of a determinant in 
terms of complementary minors, given by Caianiello. 13 It 
involves Pfaffians and determinants of different otders and 
ranks with the largest determinant part being displayed in 
( 4.9). To complicate matters further, the associativity of the 
product of versors contains many Pfaffian expansions be­
cause of the Z2-graded structure. In the analogous case of 
associativity for the exterior algebra, a similar expansion re­
lies upon only one determinant and so we are led directly to 
the Laplace expansion. In the Clifford algebra the complex­
ity of the situation warrants a more detailed analysis via the 
tensor representation. This is presented in a separate paperl 
which deals mainly with the associativity of the Clifford al­
gebra. 
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With the help of the Pfaffian, an operator on the tensor algebra which generates the explicit 
coset structure of the Clifford quotient of the tensor algebra is defined. The associativity 
property of this tensor representation of Clifford algebra leads to a Pfaffian expansion 
analogous to the Laplace expansion of a determinant. Further, the explicit statement of the 
algebra norm provides a proof for the Hadamard theorem. 

I. INTRODUCTION 

The connection between the Grassmann algebra and the 
determinant is a fundamental result of the theory of exterior 
forms. It is an elementary but powerful theorem since it ex­
poses the properties of the determinant from properties of 
the Grassmann product. The property of interest here is that 
of associativity, which leads directly to the Laplace expan­
sion of a determinant. 

The Clifford algebra has not been as popular as the exte­
rior algebra in the mathematical literature, and yet it is an 
ideal formalism for geometric operations. The Pfaffian also 
has been overshadowed by the determinant and indeed was 
originally perceived as a special determinant. In fact, this 
situation can be reversed with the determinant being a spe­
cial case ofthe Pfaffian, and so arguments as to which one is 
more fundamental are futile. 

The properties of the Pfaffian are presented in a chrono­
logical survey of determinants by Muir. I The simplest is that 
the Pfaffian is characterized as being the square root of an 
antisymmetric determinant. 2 The connection between the 
Grassmann and Clifford algebras has been studied by Che­
valley3.4 and Rasevski'f in a restricted form, using an ortho­
normal basis. More generally, the fundamental theorem giv­
ing the Pfaffian as the functional relation between the two 
algebras is stated by Caianiell06 and has been previously 
proved by the author.7 This result is necessary for a proof of 
the uniqueness of the operator that generates the Clifford 
algebra from the tensor algebra. 

After introducing the Grassmann and Clifford algebras 
on the tensor space, we prove that the property of associati­
vity of the Clifford algebra leads to an expansion of the Pfaf­
fian analogous to the Laplace expansion of a determinant in 
terms of complementary minors. Because of the gradation of 
the Clifford algebra over the tensor space, Clifford associati­
vity requires that an arbitrary Clifford element contain com­
binations of Pfaffian expansions for each grade, apart from 
the lowest grade. 

The following notation for certain subsets of the sym­
metric set S' will be adopted from Ref. 7. Members of these 
sets will be denoted by Greek letters and will be considered 
to be bijections of the natural number sequence N~ 
= (1,2, ... ,r). Note that S'(N~+') denotes all permutations 
of the labelsp,p + 1, ... ,p + rCN. ForJLES',jl has signu(jl) 
determined by the parity of jl with action jl (i) = JLi' iEN~ . 
The combination set C; CS' is defined by the ordering re­
striction VI < V2 < ... < vp for VEC; and the partition set 

P ;,q may be defined with extra condition vp + I < ... < vp + q 
for VEP;,q or as the composition ofC; and C;-P(N;+ I)' 

The normal ordered set8 is composed with the combina­
tion set to give the complete Pfaffian set with members p 
EN~m CS', which satisfy (i) for any kEN~ ,P2k- I <P2k and 
(ii) for any h,kEN~, h < k =;'P2h _ I <P2k _ I' The normal 
ordered set N~:::, or simply N 2

m , defines a Pfaffian, since the 
set describes all possible ways of pairing the labels N~m. All 
sets carry the parity defined in the symmetric set given by the 
sign of u(p). 

The determinant and the Pfaffian are now defined using 
the above sets. For matrices with components oij and bk,/ 

= - b/,k, i,jEN~, k,/ENim, the determinant of rank nand 
Pfaffian of order r are defined by Porteous8 as 

IOW0 22,···,Onn I = L u( 11') II 0kTrk ' 

11Es n keN] 

II. THE TENSOR AND EXTERIOR ALGEBRAS 

The tensor algebra Y (V) = ® V is a graded, associ­
ative, and infinite-dimensional algebra consisting of the mul­
tilinear forms over the vector space V. The grading of the 
algebra is denoted by Y'( V) = ®'v, so that 
Y( V) = 1:;,=oY'( V). A multilinear form belonging to the 
subspace Y'( V) is said to have degree r and, if simple, is 
denoted by 

VI, .. " = VI ® ... ® V,E ® 'V, 

where 

ViEV, iEN~. 

Note that ifr = 0, then VEr( V) e:F, the field over which V 
is developed, and yl ( V) e: V, so that the natural map 
V -+ Y ( V) is an embedding. 

If the vector space V is a non degenerate inner product 
space with inner product denoted by ( , ), then this extends 
to an inner product for the algebra: 

, 
(vl, ... ,,,wl , ... ,,) = II (Vi,Wi ), 

i= 1 

where 

WI,,,.,, = WI ® ... ® W,. (1) 

This can be used to identify the dual algebra ( ® V) * == ® V * 
= Y( V*), where V*isthedual vectorspaceofV. The dual 
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vectors are denoted with an asterisk or by raising the suffix, 
and their action on Vis given in terms of the inner product by 
v*(w) = (v,w), Vv*eV* and we V. For Voffinitedimension 
n, and with signature p, q, n = p + q, we can construct an 
orthonormal basis el, ... ,en with dual basis e1 

, ... ,en 
, such that 

ei(ej ) = (eOej ) = {jij and ei(ed = (e;,ek) = - {j;k' for i 
EN~ ,jeN), and kEN; + I' 

The action of the dual vectors becomes multiplication in 
the Clifford algebra and is referred to as the contraction 
property of the algebra. The construction of the Clifford 
quotient algebra of the tensor algebra relies upon the defini­
tion of a graded operator r k called the Pfaffian contraction 
operator of order k and is defined by its action on tensor 
forms as 

m { L a(lL) \if'(v", ),if'(v", ), ... ,U2m
-

I
(V"2m) 1 V"2m + I •...• "" 

r VI •...• r = "EC2m 
0, 

2m<,r; 

2m>r. 

(2) 
(3) 

Note that this Pfaffian is the square root of Ibijl, where bij 
= - bj; = (Vi'Vj ), For any combination C;m, the ordering 
of the Pfaffian indices ILl <1L2'" <1L2m can always be 
achieved by the properties of the Pfaffian I with symmetric 
components and, in the Clifford algebra, the ordering of the 
tensor indices determines the sign of a(IL). Explicitly, the 
sign term in (2) is a(lL) = (_l)t-m(2m-l), where t 
_~2m 
- ~j= IlLj' 

Of course, the contraction operator of zero degree is 
taken to be the identity, r°:= 1. In general, rmvl •...• r is multi­
linear, so that it is a tensor of degree r - 2m, but it is not 
simple. For example, the order-I contraction in (2) gives 

r-1 , 

rv l •...• r = L L (_l)j-i-IVi(Vj)vl ..... i ..... j •...• ro (4) 
;=lj=;+1 

where the indices denoted with a circumflex are omitted. 
Fundamental to the structure of the tensor representation of 
Clifford algebra is the grading of the contraction operator 
presented in the following theorem. With an inductive argu­
ment using (4), we find that the Pfaffian operator produces 
contractions between each pair of vectors, the number of 
pairs being given by the order. Hence the operator 
Com:=I.:=orm is called the complete contraction opera­
tor. 

Theorem 1: 

r m • rn:= [(m + n)!/m!n!]rm + n. 
Proof: 

rn(rmvI ..... r ) = L a(IL) L a(v) 
peC 2m vee;; 2m 

X v#'2(m+ n) + .' .. ·.J.lr 

= L a(IL)\if'(v/Lz), ... ,u
2m

-
1
(v"2m)1 

p-eP 2m,2n 

X\U2m + I (V ) ... u 2<m+nl-'(v )1 
J.'Zm+2 ' , 1'2(m+n) 

X v#'2(m + n) + 1'· ..• P., 

= L a(lL)u' (V,,)"'u2<m+n>-1 

IJEN Zm.2n 
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~I----------------------------------
where ILEN~m.2n cs r satisfies 1L2i-1 <1L2i' for ieN~ or 
ieN:::!~, ILl <1L3<'" <1L2m-I' and 1L2m+ I <1L2m+3 < ... 
<1L2(m + n) - I' To obtainILEN;(m + n) we require thatlL2i_ I 

<1L2j _ I' for ieN~ and jeN:::! ~. But from the properties of 
the Pfaffian, I exchanging 1L2i _ I and 1L2j _ I is equivalent to 
exchangingIL2i and 1L2j' for ieN~ forjeN::: ! ~ . This is already 
included in N~(m + n) • Hence removing the restriction 1L2i _ I 

<1L2j- I in the normal ordered set N 2
(m + n), gives multiple 

copies of N 2
(m + n) corresponding to even parity reordering 

of members of N ~~~; n). The factor of multiplication is given 
by C::: + n, since we are partitioning the secondary ordered 
indices into two parts. This completes the proof of the 
theorem. 

The contraction property is only one-half of the multi­
plication by a vector in the Clifford algebra. The remaining 
part generates the exterior algebra and so a brief considera­
tion of the construction of the Grassmann cosets in the ten­
sor algebra will introduce another operator necessary for the 
construction of the Clifford cosets. Both constructions are 
analogous so that this approach will summarize the method 
used in the Clifford algebra case. 

The Grassmann or exterior algebra If ( V), consisting of 
all antisymmetric tensor forms, is obtained from the tensor 
algebra by taking the quotient of Y ( V) with the ideal gener­
ated by the symmetric dyads, If ( V) ~ Y ( V) /1, where 
I = {x ®xlxeV}. This is a graded and associative algebra 
which is finite dimensional for V finite and, in such a case, 
the tensor algebra must be filtered. The ideal may be re­
moved from the cosets x + I, V xelf ( V), by antisymmetriz­
ing the graded tensor space using the alternation operator, 
Alt. This is defined in terms of the antisymmetrization oper­
ator A k where A 01:= I, and whose action more generally for 
a tensor form of degree I is Alvl ..... 1 

= (l!l!)I.!'Es,a(lL)v", ..... ",. Hence by definition, 

VII I J = Aivi I = ~ Iv'I ...... ,v'/·/le[. . I' ,.... ..... £.t ' .....• ', 
i ••...• ;, 

(5) 

where e;, ieN~, is a basis of V. This is called an I-form and 
belongs to If I ( V) ~ yl ( V)/ I. If the action of AI on tensors 
of degree not equal to I is taken to be annihilation, then we 
can define the alternation operator to be Alt:=I.;: oA/. This 
operator is a mapping from the tensor algebra to the tensor 
representation of the exterior algebra. We now derive the 
relation of the Pfaffian to the determinant using r. 

Lemma 1: 
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r l (V[1 .... ,1 I ® W[1 .... ,1 I) = ( - 1)[1I2Ijvl(Wl),.··,VI(WI)j, 

where [x] is the integer part of x. 

Proo!' Using Theorem 1 and then (4) we have 

rl(V[l ..... 1 I ® W[I ..... I I) 

= -.!.. r l - 1 (± ± ( _ l)j - i-I + IVi (Wj ) 
I i= Ij= 1 

X V[ 1 ..... 1 ..... 1 I ® W[ 1 ..... ] ..... 1 I) 
= r l - I ( - 1)1- 1 I L O'(,u) 

l!(l- 1)! /'ES' 

XL 0'( v)v"'(wv , )Vp2 ..... P , ® WV2 ..... V ,) • 

",,5' 

Continuing this reduction using (4) we arrive at the state­
ment of the lemma: 

r l
(v[1 ..... 1 I ® W[I ..... I I) 

= (_1)(/-l)+(/-2)+"'+I-.!.. LO'(,u) 
I! PES, 

X L 0'( v)v'" (WV ,)v"2(WV)' .. v"'(Wv ,) 

",,5' 

= ( - 1)/(1-1)/2 L O'(v)vl(wv , )V2(WV2 )" 'vl(wv,) 

",,5' 

= ( _1)[l/2Ijv'(w,),V2{W2), .. ·,VI{WI)j· 

It is a simple matter to prove associativity for the quo­
tient algebra .eT( nil with the statement being 
Alt(v, ....• k+I) = Alt(Alt(vl ..... k) ®Alt(vk + 1 ..... k+I»). More 
explicitly, v[I ..... k+II=A

k
+

I
(V[1 ..... kl®v[k+I ..... k+ll) and 

this is a direct statement of the Laplace expansion of a deter­
minant in terms of complementary minors, as a result of (5). 
The analogous statement for Clifford algebra involves the 
grading over the exterior basis of many Pfaffian contractions 
rm, and so it is a statement of many pfaffian expansions. 

III. THE CLIFFORD ALGEBRA 

Similar to the exterior algebra, the Clifford algebra is 
defined as the quotient of the tensor algebra with an ideal. In 
this case, we are dealing with an inner product vector space, 
and we denote this space and the inner product, which we 
assume to be nondegenerate, by V. Then the Clifford algebra 
is defined as ~ (V) ~.eT(V)II(V), where the two-sided 
ideal I(V) is generated by elements x®x - (x,x), 
VxeY( n. For a completely degenerate inner product, the 
Clifford algebra reduces to the exterior algebra. 

The ideal I(V) is homogeneous of even degree in the 
semi grading of the tensor algebra, and so ~ (V) is not Z 
graded, but Z2 graded. However, the exterior subspace of the 
tensor algebra is isomorphic (as a vector space, not as an 
algebra) to the Clifford algebra8

•
9 under the mapping gener­

ated by the alternation operator Alt. In particular, there is a 
canonical form for tensor representations of Clifford ele­
ments, whereby the space is invariant under the action of 
Alt. The canonical form is gained by applying the contrac­
tion operator Com, to any tensor representation of a Clifford 
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element, thus producing tensors vI ..... r , such that for i,jeN~, 
not equal, vi(vj ) = O. Hence the ideal I(V) reduces to the 
exterior ideal I, which may then be annihilated using Alt. 

Composing the contraction and alternating operators 
produces an idempotent operator which gives a mapping 
from the tensor space to the canonical tensor space isomor­
phic to the exterior space. We call this operator the Clifford 
contraction operator, Con == Alt Com, and it only remains to 
prove that this maps onto the exterior space and is unique to 
show that it generates the Clifford algebra. 

Lemma 2: The Clifford contraction operator, Con 
== Alt Com, generates the Clifford algebra. 

Proof: Denoting the canonical form of a tensor belong­
ing to ~ (V) by v( I ..... p)' called a versor, we expect 

v(1 ..... P) = Con(v l ..... p ), 

where 
[p121 

COn(vI ..... p ) = L L O'(,uhv"'(Vp2 ),v"2(Vp,),""v"u-, 
k = 0 /'ECfk 

X (vI") jV[P2k+l' .... Pp j . (6) 

This explicit form of the exterior structure of a versor is 
proved by induction in a separate paper7 and need not be 
repeated here. It extends the Jordan relation, V(\.2) + V(2.1) 

= 2v l (V2)' to the entire algebra and thus, by the universality 
theorem3

, the operator Con is the required generator. 
The associativity of the Clifford algebra can now be stat­

ed as 

Con(v l ..... r ® w I ..... s ) = COn(COn(v l ..... r ) ® Con(w l ..... s» . 
This is the basis of the following theorem which presents the 
Pfaffian analogy to the Laplace expansion of a determinant. 
This theorem has been proved by combinatorial arguments 
by Caianiello. lo 

Theorem 2: 

\.Vl(V2), .. ·,~k-I(V2k) j 
mint [r/2I.[k - r/21) 

I~O ( - 1)1' L O'(,u) 
JtEC 2m 

X L O'{V)·\.v"'(Vp), ... ,v"'m-'(Vl'2m)j 
VEC~~-"(N~~l) 

where 

m= ([r/2] -I'), n= ([k-r/2] -['). 

Proof More explicitly, associativity may be written as 
[(r+ s)l2] 

L Ar+s-2krk(VI ..... r®WI ..... s) 
k=O 

[ 

[r/2] 
= Con L Ar-2mr",(VI ..... r) 

",=0 

(7) 

The term in square brackets is mUltiplied by 
Com = 1: i= 0 r l

, so the total order of the contraction opera­
tor on the right-hand side is I + m + n. This can be equated 
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to the order k operator on the other side by substituting 
k = 1 + m + n and replacing the summation over n by a 
summation over k. The last factor then becomes l:k' ~ ~ ~ [(2] 

XAs- 2(k- m- /)rk - m-I(w ). Now the order of the sum-I, ... ,. 

mations over m and k are interchanged: 
[r12] m + 1 + [sl2] [r/2] + [sl2] + 1 q 

L L 
m=O k=m+1 L L' k=1 m=p 

where 

for k < 1 + [s/2], 

t
o, 

p = k -1- [s/2], otherwise; 
(8) 

{
k-I, fork<l+ [r/2], 

q = [r/2], otherwise. 

Also, nonzero terms in (7) require 2k < r + s so that we may 
take the upper limits of both the k and 1 summations to be 
[ (r + s) /2]. Exchanging the order of these summations 
gives a graded statement of the right-hand side of (7). Withp 
and q defined by (8), this is 

[<r+ s)l2] 
L Ar+s-2krk(VI, ... ,r ® wI, ... ,s) 

k=O 
[(r+s)/2] k q 

L L L r l [(Ar-2mrm(VI, .... r») 
k=O 1=0 m=p 

(9) 

For each k, this expresses many Pfaffian expansions as 
coefficients in the exterior subspace ~ r + s - 2k (V) 
~yr+S-2k(v)/1. Choosing the scalar part, with 
2k = r + sin (9), produces a single Pfaffian on the left-hand 
side. Equating the scalar terms gives 

rk(vI, ... ,r ® wI, ... ,s) 
k q 

= L L rl[Ar-2mrm(VI, ... ,r) 
1=0 m=p 

® (AS
- 2(k- m - /)rk- m -1(WI, ... ,s »)] . 

Now, as a result of (3), r l [Ar- 2mrm(vI .... ,r) ® W[I, ... ,sJ] 
= ° for I> min(r,s) or 1 + 2m> r and 
rl[v ®(A2(/+m)-Tk- 1- mw)]=0 for [I, ... ,r J I, ... ,s 

1 + 2(k -1- p) >s or 1 + 2m <r. Hence, for nonzero 
terms in (9), werequire/,,;;min(r,s) and 2m = r-I. Denot­
ing equivalence modulo 2 by -, we have r-s-I, which 
gives the following relations: 

r~/=[;]_[~], S~/=[~]_[~], 

k = r; s = [ ; ] + [ ~ ] + 1_ 2[ ~ ] . 
Using these expressions in (8), it is easy to check that 
p..;;(r-I)/2..;;q, so that it is always possible to choose 
m = (r - I) /2, 't/ 1-r. Hence changing the summation over 
1 and substituting m = (r -/)/2 gives 

min(r,s) 
rk(vI, ... ,r ® wI, ... ,s) = L rl(A1r(r- /)/2(v I, ... ,r) 

1= r- 2[r/2J 
step 2 

® A1rk - 1- «r - 1)/2) (WI, ... ,s») . 

Changing the summation variable I = I' + r - 2 [r/2] 
to I' = [//2] by changing the summation step and substitut-
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ingm= [r/2] -I'andn= [k-r/2] -I'finallygivesthe 
statement of the Pfaffian expansion: 

rk(vI, ... ,r ® wI, ...• s) 
min( [r/2J,[k - rl2]) 

L rl(A1rm(vI, ... ,r) ®A1rn(wl, ... ,s») 
1'=0 

min( [rl2],[k - r/2J) 
= I~O L u(p) L u(p)(rm(vI, ... ,2m) 

pec1m ...eel,. 

x r n
(wI, ... ,2n )rl 

(v[Plm+ 1""'P,) ® W[Vl.+ 1""'V,)), 

where we have removed the combinatorial parts of rm and 
rn contained in definition (2). Applying this definition 
again and using Lemma 2 produces the final form of the 
Pfaffian expansion. With wI, ... ,s == vr+ I, ... ,r+ s' this is the state­
ment of the theorem, thus completing the proof. 

Theorem 2 is a partitioning of the Pfaffian of order k 
giving an action on the first r indices and a separate action on 
the remaining 2k - r indices of the Pfaffian. These factors 
describe pairs of contractions whereby m pairs connect in­
dices ofv(1, ... ,r); n pairs connect indices ofv(r+ 1, ... ,2k)' and the 
remaining 1 pairs connect an index from each side of the 
partition. This theorem results in an explicit statement of the 
norm of a versor. 

The norm of the Clifford algebra is defined in terms of 
the reversion involution v which is an antiautomorphism of 
the algebra sending v(1, ... ,P)l-+v(p, ... ,I)' Denoting the projec­
tion of v on the polyvector subspace of valence s by v(S), 
reversion involves s(s - 1) /2 exchanges of the s vector fac­
tors, equivalent modulo 2 to the integer of s/2: v(S) 

= ( _ 1) [s/2JV(s). 

The inner product for the tensor algebra (1) is 

(U[I, ... ,rJ,V[I, ... ,rJ) = L u(p) L u(v) II (up"vv) 
peS' '\ES" ieN' 

= lul(vl), ... ,ur(vr)1 

- (u V 1) - [1, ... ,rJ [1, ... ,rJ' 

= (l,u[1, ... ,rJv[1, ... ,rJ) , (10) 

where Lemma 2 has been used. 
Defining the Clifford algebra norm IIvll = (v,v) and 

using linearity, the inner product polarizes to 
(u,v) = «uv + vu)/2,l) = (uv,l). For versors, this re­
duces to the algebraic expression lIuli = uu. The norm for a 
polyvector is given by ( 10) as the square of the volume of the 
parallelepiped described by its vector factors. The maximum 
value for this volume squared corresponds to the norm of the 
versor formed from these vectors 

Ilv(1, ... ,P) II = v(1, ... ,P) v(p, ... ,I) = II II V; II . 
ieNf 

The versor expansion ( 6 ) provides, in the following 
theorem,9 an explicit relation between the norms of these 
two elements. 

Hadamard Theorem: 
[p12J 

IIv(1, ... ,P) II = L IIvlt::,;~)II, 
k=O 

where vlt::,;~) = AP - 2krkVI, ... ,p is the projection of vI, ... ,p on 
the polyvector subspaces of valence p - 2k. 

Proot 
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Ilv(l, ... ,P) II = V(1, ... ,p) V(1, ... ,P) 

[pl2l [pl2l =" " " (T(Il) " (T(v)"if'(v" ), ... ,V"2k-'(V" )1"vV,(vV ), ... ,V
V21

-'(VV )Iv[" " )V[V V)' (11) ""'-' .£..i ~ £.t ,-2 r-2k 2 21 r-2k + l.···.,....p 21+ , •...• P 
k=O 1=0 /lEC~k VEC~I 

For a scalar result we must choose k = I, and hence 
[p/2l 

Ilv(1, ... ,P) II = L II L (T(llhif'(v/l,>, ... ,~2k-'(V/l2)I·v[l'-2k+l'".'/lp)11 
k=O Jl.EC~k 

[pl2l 

= L Ilv~t::,;~)II· 
k=O 

Exchanging the polyvector norm in (11) with v[/lm, ... ,/lp)v[Vm, ... ,Vp) = I~m(vvm ), ... ,~p(vv) I, Theorem 2 identifies the analogous 
versor norm as 

since 

from the work of Caianiello. 10 

Hence the Hadamard theorem is a special case of the Pfaffian partition expansion corresponding to a matrix which is 
antisymmetric about the usual diagonal and symmetric about the cross diagonal. 

Finally, it is worthwhile giving an example of the Pfaffian expansion. Of course, partitioning just one index leads to the 
Pfaffian cofactor expansion. Partitioning the order-3 Pfaffian into halves gives the following "matrix" expansion: 

la 12 a\3 a l4 a l5 a l6 

an a24 a25 a26 

a34 a35 a36 L (T(1l ) L (T( v) "a/l,/l,I' "av,v,I'la/l,v, I 
a45 a46 

/lEC~(Ni> VEC~(N~) 

a56 

L (T(Il) L (T(v)la/l,v,a/l,v,a/l,V, I 
/lEC~(Ni> VECj(N~) 
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Minimal biorthogonal systems of the Clebsch-Gordan (Wigner) coefficients of SU ( 3 ) ::J U (2 ) 
are discussed as well as the dual coupled bases. The closed system of analytical expressions for 
the dual isofactors (reduced Wigner coefficients) and the overlaps of coupled states is obtained 
with the help of analytical inversion symmetry. The Regge-type symmetry of the overlaps and 
the boundary orthonormal isofactors (orthogonalization coefficients) is discovered. The 
polynomial structure of the alternative complete algebraic systems of the orthonormal SU (3 ) 
isofactors (characterized by the null spaces, symmetries, and additional selection rules and 
obtained by means of the Hecht or Gram-Schmidt process) is considered. The realizations of 
the external "missing label" operators of the third and the fourth orders in the minimal 
coupled bases, which lead to preferable algorithms to evaluate the orthonormal SU (3 ) 
coupling coefficients satisfying different symmetry properties, are presented. With the help of 
the 6j coefficients ofSU(2) or inverted truncated SU(2) recoupling matrices, the biorthogonal 
systems associated with the SU (3) canonical tensor operators are expanded in terms of 
minimal ones. 

I. INTRODUCTION 

The missing label problem for SU (3) X SU (3) ::J SU (3 ) 
and the theory of the non-multiplicity-free Clebsch-Gordan 
(Wigner) coefficients of SU (3) ::J U (2) have a long history 
beginning immediately after the first applications of those 
coefficients in the nuclear and particle physics. Three main 
directions of this theory are known that are grounded (i) on 
the construction of complete nonorthonormal systems, (ii) 
on the use of the SU (3) invariant classifying operators, or 
(iii) on the canonical unit tensor operators, respectively. 

The purpose of this paper is to discuss from a uniform 
viewpoint different solutions of the SU (3) outer multiplicity 
problem, which allow one finally to obtain the numerical 
algorithms and analytical or algebraic expressions for the 
coupling coefficients ofSU (3) in the most convenient forms. 

General analytical expressions for nonorthogonal 
Clebsch-Gordan (CG) coefficients of SU(3) have been 
constructed by means of different methods, including the 
recursive-recoupling techniques, I~ the use of different gen­
erating invariants,7-9 the projection operators, 10-13 or the in­
tegration over the group. 14 

The most convenient expressions for corresponding 
nonorthogonal isofactors (reduced Clebsch-Gordan­
Wigner coefficients) of SU(3) ::JU(2) [with the minimal 
number of sums (six), some of them being included in the 
standard multiplicity-free functions of the SU (2) - or 
SU(3)-Wigner-Racah calculus] form the analytical bior­
thogonal systems.5,15 The use of the biorthogonal systems 
allows one to simplify considerably many operations of the 
Wigner-Racah algebra. The usage of the biorthogonal sys­
tems is particularly preferable from the computational point 
of view in all the cases when the summation over the multi­
plicity labels of the irreducible representations (irreps) 
takes place. 

General properties of the biorthogonal systems of non­
canonical bases and coupling coefficients are discussed in 
Refs. 16 and 17. As a rule, the biorthogonal system is formed 
by dual isofactors represented by specific bilinear combina­
tions6,16 of the orthonormal isofactors (i.e., by special matrix 
elements of the projection operatorsI

O-
13 ) and by analytical 

solutions of some discrete boundary value prob1ems6,I6,I8 
(i.e., by the explicit integrals of the recursion formulas I9 ). 
Due to the one-to-one correspondence between the param­
eters of the biorthogonal systems of the isofactors (or, re­
spectively, of the coupled states) and the Weyl (and 
Littlewood-Richardson) direct product decomposition 
rules, the labeling of the minimal analytical biorthogonal 
systems of the SU (3) isofactors6 presents alternatives to the 
canonical labeling scheme introduced by Biedenharn, 
Louck, and collaborators. 2o,21 Particularly, the Gram­
Schmidt producers applied to the minimal biorthogonal sys­
tems lead in a simple way to the orthogonal system of isofac­
tors introduced long ago by Hecht l9 (see also Refs. 5 and 
14), some properties of which have been discussed recently 
by Le Blanc and Rowe.22 The results of Refs. 5, 6, and 15 
necessary for our investigation (the review of which is given 
in Sec. II of our paper) allowed us to reveal the additional 
symmetry properties of the introduced paracanonical ortho­
normal isofactors that reduce the supposed arbitrariness of 
the chosen labeling scheme considerably. Thus in Sec. II, 
some important universal constructive elements for the 
SU (3) Wigner-Racah calculus are presented. 

The closed final form of the minimal biorthogonal sys­
tems is achieved in Sec. III, where the analytical inversion 
symmetryl7.23 ofthe biorthogonal systems allowed us to ob­
tain new expressions for isofactors and overlaps of the non­
orthogonal coupled states. In Sec. IV, in a rather simple way, 
the polynomial and other properties of the paracanonical 
isofactors are established that have some analogy with and 
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differ from the properties of the canonical SU (3) tensor op­
erators.21 In general, the paracanonical SU(3) operators as 
the basis for the Wigner-Racah algebra may be found with 
less effort than the canonical ones. The null-space proper­
ties,22 symmetries, and the additional selection rules of the 
isofactors are different as well as the reduction formulas 
(more exactly, the Regge-type symmetries of the boundary 
isofactors) and the structures of the denominator functions 
(cf. Ref. 21). The alternative pseudocanonical systems of 
orthonormal isofactors that imitate the null-space structure 
of the canonical tensor operators are also discussed in Sec. 
IV. 

The minimal biorthogonal systems are also very impor­
tant for calculating the uniquely labeled orthonormal isofac­
tors of SU (3) in the case of other splitting schemes. The 
usage of classifying operators may be preferable from the 
physical point of view. The external labeling operator of the 
third order for SU (3) has been proposed by Hecht. 19 [The 
proof of equivalence of this operator with that proposed by 
Moshinsky24 acting in the complementary group U ( 4 ) 
:::> U (2) xU (2) space is not trivial.] The realizations of this 
operator in different nonminimal coupled bases has been 
proposed in Refs. 4, 8, 12, 13, 18,25, and 26. Particularly in 
Refs. 12, 13, 18, and 26, some auxiliary coupled bases of 
SU (3), in fact, have been expanded in terms of the minimal 
ones. 27 

Alisauskas and Kulish28 have demonstrated that the ex­
ternal labeling operator of the fourth order, suggested by 
Sharp,29 is also indispensable for the spectral resolution of 
the SU (3) -invariant solutions of the Yang-Baxter equation. 
They found the matrix elements of both external labeling 
operators in the minimal coupled bases. 

The symmetry properties of the isofactors labeled by the 
proper values of the classifying operator of the fourth order 
better satisfy the pattern of Derome30 than the case of the 
operator of the third order. 12.13.18 The minimal algorithms of 
evaluation of the boundary values of isofactors for both clas­
sification schemes are given in Sec. V of this paper, as well as 
the representation of the SU (3) X SU (3) :::> SU (3) genera­
tors and some tensor operators. Particularly for low multi­
plicities, the expressions in the algebraic-polynomial form 
are possible. 

In spite of. the considerable aesthetic fascination, the 
problems remain in the general explicit algebraic construc­
tion of the canonical SU(3) tensor operators.20.21.31-33 The 
recursive-numerical algorithm for the SU (3) isofactors cor­
responding to this external classification scheme has been 
given in Ref. 34, while in Ref. 21 the generating function 
technique is used for the algebraic construction. There was a 
rather strange situation concerning the absence of connec­
tion between the SU (3) canonical tensors and the analytical 
systems of SU ( 3) isofactors. 

In Sec. VI of this paper, a biorthogonal system is intro­
duced associated with canonical SU (3) tensor operators, 
which is expanded in terms of the minimal biorthogonal sys­
tem. This expansion corresponds to the Weyl transforma­
tion between different SU(2) subgroups in SU(3). The ca­
nonical splitting of the multiplicity similarly to the 
paracanonical one is specified precisely by the proper se-
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quence of the Schmidt process, which may be performed 
explicitly because for any fixed SU (3) tensor operator the 
overlaps of the initially nonorthogonal coupled states take 
algebraic-polynomial form. The algebraic-polynomial struc­
ture of the explicit expressions for orthonormal isofactors 
[i.e., the Biedenharn-Louck canonical U (3): U (2) projec­
tive operators] is also ensured. 

In this paper, the problem of polynomial representation 
of analytical expressions for isofactors and overlaps 
(norms) is emphasized, taking into account both the possi­
bility of the algebraic computer based calculations35 and the 
problems that appear in the case of large values of some 
parameters. Analytical expressions usually are represented 
as factorial sums. For fixed values of all summation intervals 
[the Regge-Bargmann-Shelepin (RBS) parameters of the 
type (a) 17] they tum into elementary algebraic-polynomial 
functions ofthe remaining (free) parameters or, in particu­
lar, are summed up. Contrary to the SU (2) caSe for which all 
the Regge or Bargmann-Shelepin parameters of the 
Clebsch-Gordan or Racah coefficients may belong to the 
type (a) (see Ref. 36, Secs. 13 and 29), there are no univer­
sal, in this respect, expansions for general isofactors of 
SU (3). Otherwise, the alternative approaches allow us to 
find solutions most convenient for concrete aims. For exam­
ple, different expressions of Ref. 37 (see also Ref. 16) ex­
haust all the possibilities to choose the sets of the RBS pa­
rameters of the type (a) in the case of the multiplicity-free 
SU(n) isofactors for coupling A. Xp (where A. is an arbitrary 
irrep and p is a symmetric one). 38 

The unitary irreps of SU (3) will be denoted below as 
mixed tensor irreps (ab), where a = ml3 - m 23, b = m 23 
- m 33, and [ml3m23m33] is the Young scheme. The group 

generators Epq (p,a = 1,2,3) satisfy the usual commutation 
relations, 

[Epq,Ep'o' ] = 8p.qEpo' - 8po'Ep'q' (1.1) 

The basis states are labeled by the hypercharge y = m l2 

+ m 22 - j(m 13 + m 23 + m 33 ), the isospin i = ~(ml2 
- m 22 ), and its projection iz = mIl - ~(mI2 + m 22 ), where 

the integers mij form the Gelfand-Tzetlin pattern. Fre-
quently the parameter 

z = !(b - a) -!Y = m23 - !(m I2 + m 22 ) (1.2) 

is more convenient than y because the linear combinations 

i±z, a+z-i, b-z-i, (1.3a) 

are non-negative integers. In the case of the coupling 
(a'b')X(a"b") to (ab) 

z=z' +z" + v, 

where 

( 1.3b) 

v = !(a' - b' + a" - b" - a + b) (1.3c) 

is an integer. The parameters of the highest weight state 
(HWS) take the values 

Yo = j(a + 2b), io = ~a = - Zo, 

while for the lowest weight state (LWS) 

Yo = -! (2a + b), 70 = !b = zo, 

and for the maximal isospin state (MIS) 
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Ym = !(a - b), im = !(a + b), Zm = !(b - a). (l.4c) 

The conditions of the biorthogonality of isofactors 

L (A 'J1:A "Jl"IIAJl)P(A 'Jl'A "Jl"I!~)e = {jpe{j~, 
,,',p' (1.5a) 

L (A 'Jl'A "Jl"IIAJl)P(A '/!:'A "/!:"IIAJl)p = {j"'I!:,{jI"~" 
).,p (1.5b) 

where A = (ab) and Jl = yi generalizes usual conditions of 
the orthogonality and completeness of the orthonormal iso­
factors. 

II. MINIMAL BIORTHOGONAL SYSTEMS AND THE 
PARACANONICAL SPLITTING 

Complete sets of the SU (3) coupled basis states may be 
chosen among the vectors 

P ~~~~liz la' b 'y'n;) la" b "y"i"i;) 

= (i'i;i"i;'liiz ) L (a'b'y'i'a"b"y"i"lIabyi;p) 
p 

x L (a' b 'y't a" b "y" i" lIabyi;p) (i'i;i" i; liiz ) 

)I.y""",;",;;.,;' 

x la'b 'y'i'i;) la" b "y"i"i;), (2.1 ) 

where the left-hand side general projection operator of 
SU (3) acts on the direct product state, and the right-hand 
side CG coefficients ofSU(2) and the bilinear combination 
of the SU (3) isofactors are used as coupling coefficients. 
(Here p is a multiplicity label of arbitrary orthogonal cou­
pled states.) It is convenient to denote the states, coupled 
with the help of bilinear combinations, as projected ones. 

A complete and most convenient basis for evaluation of 
matrix elements of the labeling operators is formed by the 
vectors 

171-,+) =I(a'b ")(a"b ")abyiiz ) _,+) 

P (ab) I 'b') I "b") = .. '-1--' a HWS a LWS' YU%'Y lz 
(2.2) 

with the extremal parameters i' = i; -- i~, y' --y~, i" = - i; 
--+70, y" -+ Yo' and subscript i;;;;.B, where 

B = !(a + b - b' - a" + Ivl), (2.3) 

for the linearly independent states. Similarly the coupled 
bases 171 + )', + ) or 171 _ ,I', _ ) with the extremal parameters 
., _, --:, I _,. • "":' - ., _, 0, 
1 = - l z --+ '0' y -+ Yo, 1 = - l z --+ '0' y --+ Yo, or 1 = l z --+ '0 , 

y' --+ y~, i = i z --+ io, Y --+ Yo may be introduced as well as the 
bases 1711', +, + ),1711', _, _ ), and 171 +, -,I) (the signs +,­
in the SUbscripts are correlated with the signs of the chosen 
extremal values of the parameters z' ,z" ,z in the correspond­
ing position). The multiplicity labels ("intrinsic isospins") 
are in one-to-one correspondence with the Weyl rules for the 
decomposition of the direct product of irreps, similarly to 
the Gelfand-Weyl-Biedenham pattem.20

,21 The bilinear 
combinations of isofactors for coupling to the states 
171 _ , + ) will be discussed later. _ 

The basis dual with respect to 171 _, +.I) (for I;;;;.B) may 
be constructed as follows: 
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( ., .,"':" "':" Il--: )-1 = '0'0'0 - '0 'z 
x ~ (a'b'y'i'a"b"y"i"l!abYi)-,+,1 

y,y,",r 

XL (i'i;;",;' liiz ) la'b 'y'i'i;) la" b "y" i" i;'). 

(2.4 ) 

The nonorthonormal isofactors in Eq. (2.4) satisfy the stan­
dard boundary condition6 

(a'b 'y~i~a" b "y0'70'1Iabjii) -. +) = {jij, (2.5) 

for i;;;;.B. Similarly the bases 171 + ,i', + ), 171 - ,I". - ), etc., may 
be defined. The constructive elements of all those bases (the 
isofactors and overlaps) are mutually related by the symme­
try relations of the SU ( 3) isofactors and CG coefficients of 
SU(2). It may be shown that the nonorthonormal coupled 
states introduced by Quesne39 are equivalent (up to normali­
zation) to our states 171 - ,I", - ) or 1711', + , + ). 

The corresponding solutions of the discrete boundary 
value problem may be used in the following modifications of 
the Wigner-Eckart theorem: 

(abyiiz I T (~:.b,~) la' b 'y'i'i;) 
y I lz 

= L (abYoioIlT;~;!,')lla'b 'y~i~) 
I" 

X (a' b 'y'ta" b "y" i"llabyi) - ,I', - (i'i;i" i; liiz ) 

(2.6a) 

= L (abjii II T ~=~.~') lIa' b 'y~ i~) 
1 Yo '0 

X (a'b 'y'i'a" b "y" i"lIabyi) -, + ,j (i'i;i"i;' liiz ), 
(2.6b) 

where in the right-hand sides special SU (2) -reduced matrix 
elements of the SU(3) tensor operator Tea" b ") appear. 

The dual external multiplicity labels appear quite natu­
rally in the usual relation 19 

L U(A IA2AA3;A.12,A23) PI.2) (A tJlIA23Jl23I1AJll
,
·2J 

Pl.23 

X (A2 Jl~JlL3I1A2J1L23) U(JltJl2 JlJl3;f.l12 Jl23) (2.7) 

between isofactors and recoupling coefficients U of the 
group and its subgroup. For simplicity only a single coupling 
chosen here is non-multiplicity-free. After choosing extre­
mal values of JlI ,Jl23,Jl according to one of the above enumer­
ated patterns, only a single (nonorthogonal) recoupling co­
efficient with the fixed SUbscript PI,23 remains in the 
left-hand side when the general case of the right-hand side of 
Eq. (2.7) (with arbitrary JlI,Jl23,Jl) may be expanded in 
terms of its corresponding boundary values. 

Otherwise, Eq. (2.7) allows us to fix different nonor­
thonormal systems of SU (3) isofactors. For 

AI = (a'b '), A23 = (a" b"), A = (ab), A2 = (b "0), 

A3 = (a" + b ",0), AI2 = (2i,!(a' + b") + b' - iI, 
(2.8) 
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the recoupling coefficients of SU (3) in the left-hand side of 
Eq. (2.7) are multiples of special isofactors of 
SU ( 3) :J U (2) . 16.40,41 There is one-to-one correspondence of 
A 12 with the Littlewood-Richardson rules for the decompo­
sition (ba) X (a" b ") to (b 'a'). In this way Eq. (2.7) allows 
us to express bilinear combinations of isofactors necessary 
for constructing states (2.2) in terms of the multiplicity-free 
isofactors.5•

6 

For 

AI = (a'b'), ,123 = (a"b H), A = (ab), ,12 = (Ob H), 

A3 = (a"O), ,112 = (2I',~(a - a") + b - I'), (2.9) 

and 

a + 2b - a' - 2b' - a" + b ">0, (2.1Oa) 

the relation (2.7) gives the solution6 of the boundary value 
problem, which is needed for constructing the coupled states 
1711'. -, -) [in this case the recoupling coefficient in the left­
hand side of Eq. (2.7) is reduced to a simple factor that does 
not vanish for only the single value of A 12 correlated with the 
multiplicity label]. Similarly, the set (2.9) with A 12 replaced , 
(a'b 'Ybi~a" b "y:;i:;l!abyf)I', -,-

by (2I,~ (a' - b ") + b ' - I) leads to the isofactors asso­
ciated with the states 171 -. + ,i) in the region 

a' + 2b' + a" - b" - a - 2b>0. (2.1Ob) 

Thus general nonorthonormal SU (3) isofactors of the 
dual types may be expressed in terms of the SU (2) Racah 
coefficients and the multiplicity-free SU (3) isofactors. The 
minimum of the sum (6) has been achieved as a result of the 
proper choice of the expressions for auxiliary isofactors 16.37 

and is caused by the construction asymmetry. The different 
choice of A2,A3,A12 in Eq. (2.7) leads to alternative (more 
complicated) expressions for the nonorthonormal isofactors 
of SU (3). For example, relation (2.7) with 

,12 = (~(a' - a) + a" - v - 1",21"), 

,13 = (O,a" - b' + b - v), 

,112 = (a,b' - a" + v), 

(2.9') 

solves the boundary value problem associated with the cou­
pled states 171 - .1". -) and equivalent to construction of the 
SU (3) coupled states proposed by Quesne.39 

The expansion coefficients represented as boundary val­
ues of isofactors 

= ( _ 1 )1+ (0' - b")/2+ 21' V(~b" ,ta',f)H(ab~) ( (2I' + 1) (a + l)b '!(a' + b' .7- 1 )!a"!(!' - i')!(f + i)! )112 
Vqa",!a,I')H(a'b Ti') b "!b !(a + b + 1)!(1' + i')!(i - i)! 

[i+I'+~(b'_b+v)]!(b_b'_v)(I'+(b-b'-v)/2-il _ ", _, " 
X - _ _ _ _ [z=!(b -a)+v, z=!(a -a)-v] (2.11) 

[!(b-b' -v) -i+I']!Wb-b' -v) +i+I' + I]! 
allow us to join both regions (2.1Oa) and (2.1 Ob). They also allow us to expand the isofactors with superscript I', - , - in 
terms of the isofactors with superscript - , + ,f, as well as the isofactors with sUbscript -, + ,f in terms of the isofactors with 
sUbscript I', -, -. Here and below the quasipowers 

A (x) =A(A -1)(A - 2)"'(A -x + 1) = (A _X)(-I)(x) (2.12) 

and other notations 

H(abiz) = [(a+z-i}!(a+z+i+ 1)!(b-z-i}!(b-z+i+ 1)!]1/2, 

V(abc) = [(a + b - c)!(a - b + c)!(a + b + c + 1)!I(b + c - a)!] 112, 

(2.13 ) 

(2.14 ) 

r(abiz) = [(a + z - i}!(a + z + i + 1)!(i + Z)!]1/2 (2.15) 
(b - z - i)! (b - z + i + I)! (i - z)! 

are used. 
It is remarkable that Eq. (2.11) [obtained in region (2.1Oa) immediately from Eqs. (2.7) and (2.9) and in the region 

(2.1Ob) after inverting the corresponding triangular matrix6
] accepts unified analytical form. In the region (2.1Oa) the 

allowed values of the multiplicity label I' are completely determined by the properties of discrete functions (2.13) and (2.14) 
in Eq. (2.11), as well as the values of I in the region (2.1Ob). So the bases 1m" _, _ ) and 171 _, + ,i) are never overcomplete at 
the same time. The extremal values of I (or I) may be found from the triangular and betweenness conditions (including three 
inequalities for the maximum and six for the minimum). 

The lengths of intervals for I and I' form the pattern 

b' - a" + a + v a' - b " + b - v b-v b b' +v 

a a - a' + b " + v a" - b' + b - v 

b' 
a" - v a" 

a' -v a' b" 

where min q ij + 1 gives the external multiplicity6 of (ab) in 
(a' b ') X (a" b " ). As demonstrated below, symmetries of the 
overlaps and boundary paracanonical isofactors (orthogonali­
zation coefficients) may be described by some of the 
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b" + v b' + b " - b + v a' + a" - a - v 

(2.16) 

72 = 6x6x2 transformations of pattern (2.16) which in­
clude the row permutations, the permutations of the couples of 
columns (12,34,56), and the permutation of the even and odd 
columns (with the change of the sign of v in the last case). 
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The triangular nature of the transfonnations with the help 
of Eq. (2.11) or with the related matrices allows us to fix the 
following correspondence: 

I-!(b - b' - v) + I' -!(a - a" + v) + I" -I (2.17) 

between the states of the biorthogonal systems with the labels 
-, + ,j;i', -, - ; and + ,i", +. The proper sequence of the 

Schmidt process beginning with the highest values of the I, I', or 
I" for the coupled states with subscript and with the lowest 
values for the states with superscript reduces completely (up to 
the phase convention) the arbitrarity of the orthononnal cou­
pled states obtained. The new splitting, which may be called 
paracanonical, leaves only two versions of the orthogonal cou­
pled bases [two systems of the paracanonical SU ( 3) unit ten­
sor operators or isofactors, respectively] instead of 12 original 
types of nonorthogonal bases (or systems of isofactors) . 

For the first version of the paracanonical splitting the or­
thogonal isofactors vanish unless 

i - k.i~ + z' + I;; - z" , 

i' + !(b - b' - v) - I<i;; + z" + io + z, (2.18) 

111-.+.i) = L R ull1-.+.i) 
I 

i" + !(a - a" + v) - Ido - z + I~ - z'. 

This property may be proved with the help ofEq. (2.22). The 
restriction of the boundary isofactors proposed by Hecht 19 (see 
also Refs. 5, 14, and 22) is generalized here for arbitrary values 
of parameters. 

Thus the paracanonical classification is invariant with re­
spect to the cyclic pennutations of the parameters 

ba - yi-a'b 'y'i' -a" b "y"i" -ba - yi (2.17') 

in isofactors along with the relabeling (2.17). 
Let us postpone the analysis of the paracanonical splitting 

and return to construction of the nonorthogonal coupled 
states. In the complementary region 

2a" + b " - a' + b' - 2a - b < 0, 

a' + 2b' + a" - b " - a - 2b < 0, 
(2.1Oc') 

the nonvanishing values of the isofactors of the type (2.5) also 
appear for i < B. They may be found with the help ofEq. (2.11) 
and t~e inverse transfonnation. In this case the states 111 _ . + .i) 
with i < B are linearly dependent and may be expanded as fol­
lows 15.17.28: 

(2.19a) 

= ~ (i' i'1" - I" In ) (i' i'1" - I" Iii ) -I(a'b 'y' i' a" b "y-"I"llabiJI) -. + .i11'J -) ~ 0 0 0 0 zoo 0 0 zoo 0 0 J " - • + ,/ (2.19b) 
I 

(2.19c) 

Recursive constructions (2.7)-(2.9) allowed us also to express the nonnalization coefficients and overlaps of the nonor­
thogonal states in tenns of certain bilinear combinations of the recoupling coefficients. 

The corresponding recoupling coefficients for the states 111 _ . + j) coincide with the complementary resubducing coefficients 
of the chains U(n) :JU(n - 2) + U(2) and U(n) :JU(n - 1) :JU(n - 2) and maybe found5.42 with the help of the LOwdin­
Shapiro projection operators of the subgroup SU (2) 43.44 (which transfonn the last two components of weight). In this way one gets 
the following expression for the overlaps: 

(11 -. +.1111 -. +.J) = (i~i~l;; - 1;;liiz ) (i~i~l;; - 1;;ljlz) (11 -. +.i 111 -. +.J) 

Here 

(
21 + l)(Y + 1)(1 - Iz)!(j - Iz)!)I12 

= (i + I
z 
)!(j + Iz )! -r-(-a--:bI=-:z-)-r-( a-b-=-j-:z-) 

X (a + l)(b + l)(a + b + 2)a'!a"!b "!(a" + b" + 1)! 

(b' + b" - b + v)!(b' + b" + v + 1)!(a + b' + b " + v + 2)! 

( - 1)Q' +b. + 2j (2j + 1)(2z - 2z)!r2(abjz) XL --
j.z (a" - 2Z + 2z + 1 )!V 2(Z - z,l,j) V 2(Z - z,J,j) 

(b ' + b " + v - z - j)! (b ' + b " + v - z + j + 1)! X . 
V 2(b " + v - i~ - z,i~ ,j) 

(2.20) 

(11 _. +.i 111 _. +.J) = L (a'b 'y~i~a" b "y;;I;;llabyI;p)(a'b 'y~i~a" b "y;;I;;llabyj;p). (2.20') 
p 

The substitution group technique applied to special recoupling coefficients6 allow us to find the overlaps of the dual 
states. 15.16.45 Both classes of overlaps were generalized for SU(n).5.16 

Equations (2) and (6) of Ref. 15 or Eqs. (4.4) and (4.7) of Ref. 18 (Ref. 46) along with the symmetry relations 
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( 
(2i + l)(b'~ + 1) )1/2 (a'b 'ita" b "y"i"lIabyi) -. +,i = ( _ 1)" - 10+ (YO-y)/2(a'b 'y'i'ba - yillb" a" _ y"i") -.1.­
(2i" + 1)(21 + 1) 

(2.21a) 

( _ 1 {- i- i(; + 1+ (Yo Y')/2(b 'a' _ y'i'abyilla" b "y"t') +.1. + 

(2.21b) 

give another solution of the boundary value problem. Its explicit form 

(a'b 'y'i'a"b "y"i"llabyi») -. +.i 

= ( 1) a' +b' + z' + r - W 1- 1 [(li' + 1) (2i" + l)(b" 2z" + 1)} 1/2(2i + 1) 

( - 1 )2r' (2r + 1) (2r' + 1) (b' - z' + s - r')!(b' - z' + s + r' + 1 )!r2(a.b.r.7~ + z' + v - s) 
X~ 1 - -~s [(2s)!(b" - 2z" - 2s)!} 1 2V(si'r')V(i~ + z' - s.i~.r')V(i~ - z" - s,ir)V(i~ + z' - s,i,r) 

r - {r I;; 
r' 

'f , 

10 + Z - sl -:" 
10 

i 7~ -z" -s} 
s , 

7~ -z" 
i' 

i" 

(2,22) 

with the 6jand stretched 9jcoefficientsofSU(2) [incIudingsingle and double sums, seeEqs. (29.1) and (32.13) of Ref. 36] on the 
right-hand side gives an expression for the nonorthonormal SU (3) isofactors with the exception of region (2.1Oe), Here and in Sec. 
III, 

N = r(abi z)r(abiz)r- I (a'b 'i'z') ( b '!(a' + b' + 1 )!a"!(a" + b" + 1 )! )112. 
I (b II 2z")!(a" + zIt - i')!(a" + zIt + i" + 1)! 

(2.23) 

In region (2.1Oc). Eq. (2.22) gives only the expansion coefficients of the arbitrary isofactors 

(a'b 'y'i'a" b "y" i" Ilabyi;p) = 2: ((a'b 'y'i'a" b "y" i" lIabyi») -. + .I(a'b 'y~i~a" b "y~7~lIabyi;p) (2.24 ) 

in terms of their boundary values in the region wider than the multiplicity of the irreps. In this last case the additional expansion 

(a' b 'y'i' a" b "y" iff Ilabyi) -. +,i 2: (a' b 'Yoiba" b "y~i~llabyi) -. +,i (a' b 'y'i' a" b "y" i" lIabyi») . +.1 (2.25 ) 

with the coefficient used in Eq. (2.19) is necessary. Otherwise. Eq. (2.22) may be used for the expansion of the SU(3) direct 
product states [coupled with the help of the SU(2) CG coefficients] in terms of the SU(3) coupled basis (2.2) which may be 
overcomplete. 

It is remarkable that in the case of the overcomplete basis two alternatives may be chosen for summation intervals in formulas 
of the type (2.6) or (2.7) : one can limit oneself by the linearly independent states or the sum may be taken in a wider region omitting 
the additional expansion used in Eq. (2.19) and substituting the isofactors in the right -hand side by the pseudoisofactors, i.e., by the 
expansion coefficients of the type (2.22). Such "painless" 47 expansion is more simple analytically, but demands more time for 
computation. 

III. ANALYTICAL INVERSION AND NEW EXPRESSIONS FOR ISOFACTORS AND OVERLAPS 

The analytical inversion 17.23 is a discrete operation of the analytical continuation, the nonorthonormal isofactors. or other 
resubducing coefficients to the dual ones. It may be associated with group automorphism. which corresponds to the transition to the 
inverse elements of this group. The analytical inversion symmetry should not be mixed up with the hook permutation48 or the 
substitution49 group symmetry. The analytical inversion is allowed only for the nonorthogonal isofactors represented in the 
analytical form (in terms of the factorial sums) not being allowed for the usual algebraic-polynomial expressions. 

The relation or the analytical inversion between the dual isofactors of SU ( 3 ) 

(a' b 'y'i' a" b "y" i" Ilabyi) _. +.1 

== 2: (a'b 'y'i'a" b "y"i"!labyi;p)(a'b 'y~i~afl b "y~7~lIabyi;p) (3.la) 
p 

(a+ l)(b+ 1)(a+b+2) 
= (21+ l)[(b' + l)(a' +b' +2)(a" + l)(a" +b" + 2)]1/2 

X ( - a' - 2, b' - 2, - y', - l - 1, - a" - 2, - b " - 2. - y", - i" - 111 - a - 2,b - 2, - y, - i _ 1) ) - . +,i - I 

(3.lb) 

may be based after examination of the behavior of matrix elements of the SU(3) XSU(3) generators (see Sec. V). 
This relation applied to Eq. (2.22) [and used together with Eqs. (29.19) and (31.15) of Ref. 36 for 6j and 9j coefficients of 

SU (2) with some negative parameters 1 allows us to obtain the two following expressions for nonorthonormal isofactors (bilinear 
combinations of orthonormal isofactors) labeled by the SUbscript: 
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(a'b 'ii'a" b "y" i" lIabyi) -, +,1 

= (a + l)(b+ l)(a +b +2)[(U + 1)(2;" + l)]I/2Ni 

(_I)b"+i-z-i"+z-s+"(2r+ 1)(2r' + 1) 

X r~s (b' - z' + s - r' + l)!(b' - z' + s + r' + 2)!V(s - ib - z',ib,r') 

( 
(2s + 1)! )112 V(si'r')r2(b,a,r,s -7;; - v - z') {r' 

X (2z" _ b" + 2s)! V(z" - i;; + s,i,r)V(s - ib - z'J,r) I ib 

r - t';; i" i;; 
., , z i S-IO-Z} 

r' i' 

7;; -z" } 
s + z: -I;; 

(3.2a) 

= (a + l)(b + l)(a + b + 2)[ (2i' + 1 )(2i" + 1)] 1/2Ni ~ ( - 1) a' + b + z' + 70 - r+ s(2r + 1 )(2r' + 1) 
ft.s (b' - z' - s - r')!(b' - z' - s + r' + 1)!V(si'r') 

X ( (b " - 2z" + 2s + 1)! )112 VUb + z' + s,ib,r')V(i;; - z" + s,i,r) 

(2s)! U;; + z' + v + s - r)!U;; + z' + v + s + r + I)! 

VUb + z' + sJ,r) (b - I;; - z' - v - s + r)! 
x-=------------------~------------------=_--------------

(i;; + z' + v - b + s + r)! (a + i;; + z' + v + s - r + I)! (a + i;; + z' + v + s + r + 2)! 

{
r' r 

X -
I ib 

i" 

i' 
7;; - z" } 

s , 

7;; - z" + s 

(3.2b) 

i 

where Ni is defined by Eq. (2.23). Different versions of sums are obtained here depending on whether the summation parameter s 
has been reflected (s-+ - s - 1) or not. Equation (3.2a) is equivalent to the expression II ,50 for the matrix elements of the 
projection operators ofSU (3). In aU three expressions (2.22), (3.2a), and (3.2b) the summation intervals differ similarly as in Eqs. 
(9) and (12)-( 15) of Ref. 37 [see also Eq. (22) of Ref. 16] for the multiplicity-free isofactors ofSU(n). 

The expressions constructed by means ofEqs. (2.7) -( 2.9) take algebraic-polynomial forms for the fixed irrep( a" b "), param­
etersy", i", and shifts a - a', b - b', i - i' [the multiplicity label lbeing correlated according to the correspondence (2.17)]. The 
same property is satisfied by Eqs. (2.22), but Eq.(3.2a) takes algebraic-polynomial form for the fixed (ab), etc., and Eq. (3.2b) 
takes such form for fixed (a' b '), etc. 

As a rule the expression (2.22) demands less time for computation because it vanishes for 1 i-II> ib + z' + 7;; - z" . The 
application of Eq. (3.2b) will be discussed in Sec. VI. 

The analytical inversion applied to Eq. (2.20) allows us to obtain the following expression for the overlaps ofthe dual 
states (2.4) [compare with the SU(3) :::>SO(3) case, Eq. (5.13) of Ref. 17]: 

= (1]-' +,111] -, +,J) = L RiiR]Jr(abi z)r(ab] z) 
i,j 

X (b' + 1)( a' + b ' + 2)( b ' + b " - b + v + I)! (b ' + b " + v + 2)! (a + b' + b " + v + 3)! 

(a+ l)(b+ l)(a+b+2)a'!a"!b"!(a" +b" + I)! 

X (21 + 1) (:] ~ 1) 0_ + ~ )!{} + Iz )!)1I2 L (2j + 1)(2Z - 2z)! 

U-iz)!(j-iz )! j,z (b'+b"+v-z+j+3)! 

(a" - 2z + 2z)!V 2(b " + v - ib - z,ib,j) 
X 2 - -(b' + b" + v - z - j + 2)!V (z - z,i,j)V 2(Z - z,j,j)r2 (abjz) 

(3.3) 

In region (2.1Oc) infinite terms with z <z - a" /2 appear that vanish only after the expansion coefficients Rii from Eq. (2.19) are 
used. Therefore, the additional condition z>z - a" /2 is expedient. 

The substitution 

a' -+ - a' - 2, b' -+a' + b' + 1, a" -+a" + b" + 1, b" -+ - b" - 2 (3.4) 

(and v-+b" - a' + v, ib -+ - io - 1, i;; -+ -7;; - 1) leaves the dual isofactors represented by Eqs. (2.22) and (3.2a), (3.2b) 
invari~t (up to_sign). The same substitution [along with the phase factor ( - 1)i-J] applied to overlaps (1] _, +,i 11] _, +,.:;) and 
(1]-' + '/11]-' +,.1) [see Eqs. (2.20) and (3.3)] allows us to obtain new expressions for those overlaps: 

(1]-,+,1I1]-,+,J) = (a+l)(b+1)(a+b+2)(-_1)i-Ja"!~a"+b_"+1)!_ 
(b' + v)!(a + b' + v + 1 ) !V(i;;,ib,I)V(i;;,ib,J)r(abli)r(ab.Tz) 
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x ~ (2j + 1)( b ' + v - j - z - I) < b - j - Z~ (b ' + v - z ~ j)! (2z _ 2z)!r2 (ab z) V 2 (i' _ V z i .) 
f.: (a" + b" - 2z + 2z + 2)!V 2(Z _ z,l,j) V 2(Z _ z,J,j) '1 0 +, o,J , 

( 1] - . + .i 1 - . + .J) = (21 + 1)( 2J + 1) (b' + 1)( a' + b ' + 2)( b ' - b + v)! (b ' + v + I)! (a + b " + v + 2)! 
1] (a + l)(b + l)(a + b + 2)a"!(a" + b" + I)! 

X V(7;;,ib,l) V (7;;,ib) r(abIz) r(abTz) 

( - I) a' + b " + / - J + 2j (2j + 1)( 2z - 2z)! (a" + b " - 2z + 2z + I)! 

X f.; (b' + v - z + j + 2)!(b' + v - z - j + 1 )!V 2(ib - v + z,ib,j) 

X V- 2 (z - z,l,j) V- 2 (z - z),j) r- 2 (abjz). 

(3.5) 

(3.6) 

Expression (3.6) is equivalent (after some symmetry transformations) to the corrected Eq. (11) of Ref. 15. The expression 
(3.3) outside the region (2.10c') includes terms of the same sign as well as Eq. (3.5) for b' - b + v>O (in both cases the states 
11] _, +,i) are not overcomplete). For b ' - b + v < 0, Eq. (3.6) is indefinite. 

The consideration ofEqs. (2.20), (3.3), (3.5), and (3.6) allows us to prove that the functions 

( 1] _ , + ,111] _ , + ,J )[ (a + 1)( b + 1)( a + b + 2) b '! (a' + b ' + 1)!a"! (a" + b " + I)!] - t, 
(1]-·+,1I1]-·+·J)(a+ l)(b+ 1)(a+b+2)b'!(a'+b'+ I)!a"!(a" +b" + I)!, 

(3.7a) 

(3.7b) 

are invariant with respect to the 24 = 6 X 2 X 2 transformations of pattern (2.16) (from those of 72 mentioned above) that do not 
interchange the parameters of the two last columns with the remaining ones. 

Separate sums (with respect toj±z) in Eqs. (2.20), (3.3), (3.5), and (3.6) may be represented as the Saalschutzian51 

k + I Pk ( 1) series. Single sums remaining for extremal values of 1 or J are equivalent to the Saalschutzian 4P3 ( 1) series; however, 
they are not of the type that appears in 6j coefficients ofSU(2). 

It is remarkable that both sums in Eq. (2.20) are finite for the fixed values ofa single parameter (qll' q13' q31' or q33) from the 
pattern (2.16), as well as in Eq. (3.3) for fixed q22 or q24' in Eq. (3.5)-forfixed qll or ql2 and in Eq. (3.6)-forfixed q23' q24' q33' 

or q34' The substitution (permutation) 

a+-+b, a'+-+b", a" +-+b' (v-+ - v) (3.8) 

allow us to express corresponding overlaps in a finite form also for the fixed single parameters Q22' Q24' Q32' Q34; Qll' Q13; Q23' Q24; Qll' 
Q12' Q31' or Q32' respectively. 

For b - 2z = b' - a" + a + v fixed (along with fixed b - z - 1 and i - Z, where bJ) it is expedient to introduce the 
renormalized overlaps 

E-- = ('1'1_ -1'1'1 __ )[(1+Z)<-I)(b-2HI)(J+Z)<-I)(b-2Z+I)]112 
I,J ./. +,I '/ , + ,J 

a,,<-I)(b-2Z+I)(a" +b" + 1)<-I)(b-2z+l) 
X , 

(a+ l)(b+ l)(a+b+2) 
( 3.9a) 

P [.J = (1] - , + .i 11] - , + ,J) [ (b _ z + 1 + I) < b - 2z + I) (b _ z + J + I) < b - 2H I) ] I /2 

(a + l)(b + l)(a + b + 2)b db-2z)(a' + b' + l)<b-2z) 
X - -

(21 + 1)(21 + 1 )(a" + 1 )(a" + b " + 2) 
(3.9b) 

equivalent to polynomials in five free parameters (e.g., a', b " a" , b ", v) of the total degree 

3(b-2z-11-JI) (3.10) 

with integer coefficients (and common integer factors under the square roots for 1 ¥=J) when Eq. (2.20) or (3.5) is used for 
(1] _. + J 11] _, + ,:; ) and Eq. (3.3) or (3.6) along with substitution (3.8) used for ( 1] - , + '/11] - , + ,J). Some concrete expressions for 
ED and pD are given and discussed in Appendix A. 

The above mentioned invariance properties off unctions (3.7a) and (3.Th) allow us to express the overlaps for other fixed 
single parameters of Q ij (j <: 4) type [from pattern (2.16)] in polynomial form. 

IV. STRUCTURE OF PARACANONICAL AND OTHER ALGEBRAIC SYSTEMS OF ISOFACTORS 
The usual and dual Gram-Schmidt processes give the following expansions of the orthonormal states Sa (1 <:a <:n): 

( 4.1a) 

( 4.1b) 
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appear. 
Now the boundary paracanonical isofactors [i.e., the orthogonalization coefficients of the general paracanonical isofactors 

according to Eq. (2.24)] for qll = b' - a" + a + v fixed may be written as follows: 

(a' b 'y~i~a" b "y~i~lIabjiiJ) 

= [ (a + 1)( b + 1)( a ~ b + 2) b ' (b - z - i) (a' + b: + 1) (b - z - i) (b _ ~ + i + 1) (b - z - i) ] 112 K i,i gi,i 

a,,(-I)(1-z+I)(a" +b" + l)(-I)(1-z+I)(i+z)(-I)(1-z+l) [gugi+I.I+1 ]1/2 

for min(b - z,a + z,i~ + i~ + i~»i;;;.i>max( lIz 1,lzj) and 
vanish otherwise. 

Here 

Ki,i = [(/ + iz ) (i - i) (/ _ i z ) (i -;) 

X (i~ + i~ - i) (i - i) (i~ + i~ + j + 1) (i - i) 

X (a + z - i) 0 - i) (a + z + j + 1) (i - i)] 1/2k i ,i' 

(4.3) 

where k i ; is an irrational factor (the common measure) of 

(4.4) 

The factors gji (b - z>j>i>z) are polynomials with some 
integer coefficients in free parameters of the total degree 

3(b - z - j + l)(j - z) - 3(/ - i). (4.5) 

There are two possibilities to express these polynomials: 

[

Eb_Z,b - z··· Eb_ z.I+ I Eb_ Z'i] 
gi,i = det . • • . • . • • . . • . 

where 

E1,b _ z ••. EJ.j + I E1,i 

X(b-z+j+ l)(b-Z-I) 

X[(b-Z+i+ 1)(b-Z-I)K1.i b~nl ej]-I 
J=I 

FZ'z ... FZ.I - I 0 

= det Fi,z . .. Fi,I - I ( 4.6a) 

F1,z . .. FU - I 0 

X (i + z)( -I)O-z+ I) 

[ J-I ]-1 
X (2i + 1) (/ + z)( -I)O-Z)KJ.; . n fj , 

J=z+1 
(4.6b) 

e
j 

= b t( b - Z - j) (a' + b ' + 1) (b - Z - j) 

2359 

X(a+b' +v+ l)(b-z- j ) 

X (a + b ' + b " + v + 2) (b - z - j) 

X[(b-z+j+ 1)(b-z- j )]2, 

J. Math. Phys., Vol. 29, No. 11, November 1988 

(4.7a) 

fj = (an -a_v)(-I)(j-z) 

X (a' + a" - a - v + 1)( -I)(j-z) 

X (a" + 1)( -I)(j-z) 

(4.2) 

X(a" +b" +2)(-I)(j-Z)[U+z)(-I)(j-Z)]Z, 

(4.7b) 

and the determinant of the order b - z - j + 1 appeared in 
Eq. (4.6a), as well as the minor of the order j - z in Eq. 
(4.6b). Particularly (see also Table I) 

gb-z+ I,b-z+ I =gz,z = 1, gb-z,z = (_1)b-2z, 

gb _-.=Eb_-.fKb_-., g_+I_+1 = FZ'z, Z,l Z,' Z,' Z ,z 

gz+ I,z = - FZ+ I,z/Kz+ I,z' 

The polynomial form of gi,i may be proved at first for the 
denominator factors gu. In thiscaseKu = 1 and the products 
ej fj are completely determined by dual constructions of the 
type (4.1a), (4.1b) from Eqs. (3.lOa), (3.lOb). The appear­
ance of the factor b ' (b - z - j) in ej caused by the null space 
property, i.e., by the appearance oflinearly dependent columns 
of the determinant in Eq. (4.6a). The complementary factor 
(a" - a - v) ( - 1)( j - z) infj allows us to counsel vanishing in 
region (2.1Oc) factors of the determinant in Eq. (4.6b). Four 
first factors of e J (or fj) are interrelated by substitution (3.4) 
and the permutation of the second and third rows of pattern 
(2.1 b). The choice of the last factors of ej and fj is completely 
determined after expansion of the type (2.11) and some cyclic 
permutation of the parameters of the boundary isofactors. 

Elementary special cases ofgI,i (gb- z,i' gz,z, andgH I,z) 
along with gu leave no ambiguity for determination of the 
general case ofEq. (4.2). 

The invariance off unctions (3.7a), (3.7b) allows us to 
deduce the invariancy of the function 

(a' b 'y~i~an b "y~i~lIabjiiJ) 

X [(a + b + 2)(a + l)(b + 1) 

Xb '!(a' + b' + 1 )!a"!(a" + b" + 1)1] -1/2 (4.8) 

under the same 24 transformations of pattern (2.16). This in­
variancy leads, in fact, to the reduction formula of the bound­
ary paracanonical isofactors as a function in eight independent 
parameters (a',b ',a" ,b n ,a,b,j,i) with three linear combina­
tions fixed. For example, a polynomial expression with param-
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TABLE I. Polynomials gi.i for small values of b - 2z. 

b-2z=1, z=!(b-I); V=!(b±l) 

g(b+ ()I2.(b+ ()12 = (a" + 2)(b + 1 )(a" + b" - a + 3) 

- a(b - v)(b" + v + 2) 

b - 2z = 2, z = !b - I; /,i = ~b - qb,~b + 1 

kbl2 + l.bl2 = kbl2.bl2 _ I =,J2 

gb12N2 = b '(b' - 1 )b(b + 1 )(a" + b" + v + 5 )(21 

+ 2(b' -I)(b+ I)(a" + b" + v+ 5) 

X(v+ I)(a + b)(b" + v+ 2) 

+ (v+2)(21(a+b+ 1)(21(b" +v+3)t2I 

gbl2 + (.bl2+ I = (b' + b" + v + 3)(21(b + 2)(21(a" + 3)(21 

- 2(b' + b" + v+ 2)(b+ I) 

x(a" + 3)(a- I)(b - v)(b" + v+ 3) 

+ d 21 (b" + v + 3)(21(b _ V)(ll 

gbl2+ IN2 =a(b- v- I)(b" + v+ 2) 

-b(b'+b" +v+2)(a" +3) 

gbI2.bl2- ,= - (b' -I)(b+ 2)(a" + b" + v+ 5) 

- (v+2)(b" +v+3)(a+b+ I) 

eters a,a + z - I,i - z fixed may be obtained from Eqs. (4.2)­
(4.8) after substitution 

a-a+b'-a"+v, b-b-b'+a"-v, 

a'-a', b'-a"-v, a"-b'+v, b"-b". 
(4.9) 

The polynomials gj,; are invariant with respect to the 
substitution (3.4) and permutation of the second and third 
rows of pattern (2.16), when the denominator polynomials 
gi,i remain unchanged after the permutation of the couples 
of the columns (3,4) and (5,6). 

(a'b 'ybiba"b ".W;ib'liabjii;.l) 

Those permutations of pattern (2.16) that transpose the 
parameters of two right columns with the remaining ones lead 
to other versions of the boundary region of paracanonical iso­
factors of the same classification type. 

The structure of the null space (the ordered vanishing 
properties with decreasing multiplicity along with conserving 
orthogonality) of general paracanonical isofactors is caused 
particularly by the main (first) factor in expansion (2.24), by 
the factors b ,(b - z- i), or by zeros ofthepolynomialgj •i [when 
the parameters q i5 or q i6 of pattern (2.16) are minimal, respec­
tively] . 

Different choices of the boundary region lead to differ­
ent expressions of isofactors and give different interpreta­
tions of the same null spaces. Contrary to the SU(3) canoni­
cal tensor operators,20,21 the null spaces of the paracanonical 
tensor operators are not lexically ordered. The linearly de­
pendent states appear from below, though some natural in­
equalities cut off the multiplicity labels from above. After 
cyclic permutations (2.17'), the null spaces of different na­
ture exchange. Such symmetry is absent in the case of the 
SU (3) canonical tensor operators; in our case the conjuga­
tion symmetry is spoiled: the conjugation connects two alter­
native versions of the paracanonical classification. Other­
wise the conjunction along with transposition (a'b') 
~(a"b") [i.e., permutation (3.9)] does not change the type 
of para canonical splitting. Therefore the symmetry group of 
general paracanonical isofactors includes six elements of 12 
considered in Ref. 30. 

The Gram-Schmidt process, begun from the opposite end 
(i.e., when the linearly dependent states appear from above), 
leads to the pseudocanonical system of orthonormal isofactors, 
defined by vanishing of isofactors with parameters 

J- . ., + ' + -:" " - 1 > 10 Z 10 - Z • (4.10) 

A conjecture may also be made about the structure of the 
boundary pseudocanonical isofactors 

[ 
(a+l)(b+1)(a+b+2)bdJ-z)(a'+b'+1)(J-Z)U+z)(-I)(J-Z) ]112 Ki,Jgi,J 

= a,,(-I)(b-J-z+l)(a" +b" + l)(-I)(b-J-Z+l)(b_z+i+ 1)(b-J-z+l) [gJ-l,J-l gJ.J] 1/2 ' (4.11 ) 

for max (lzl,liz I) <,J<,i<,min(b - z,a + z,ib + ib'). Here 

[

E __ '''E_- E_.] _ Z,z z,J - 1 Z,' J _ 1 

gi.J=det •.•••.•• (J+Z)(-I)(J-Z) [(i+Z)(-I)(J-Z)Ki.J . II e
j

] 

E--"'E-- E-. }=z+l 

2360 

J.z J.J - 1 J.I 

Fb- z,b- Z ... Fb- z.J + 1 0 

= det Fi,b-z .. 'Fi,J+ I 

FJ,b-z .. 'FJ,J+ I 0 

X(b-z+ 1 +i)(b-z-hlJ [(2i+ l)(b-z+J+ l)(b-Z-J)Ki,J b-iI-1./j]-1 
j=J+ 1 
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(4.12b) 
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are the polynomials with integer coefficients: 

ej = b ' (j - z) (a' + b' + 1) (j - z) (a + b ' + v + 1) (j - z) 

X (a + b ' + b " + v + 2) (j - z) [ (j + z) < - 1)( j - z) F, 
(4.13a) 

]j = (a" - a - v)< -I)(b-z-j) 

X (a' + a" - a - v + 1)< -I)(b-z-j) 

X (a" + 1)< -I)(b-z-j)(a" + b" + 2)< -I)(b-z-j) 

(4.13b) 

In the pseudocanonical case, the quantity of the type (4.8) 
is also invariant with respect to 24 permutations of pattern 
(2.16), though different versions of the boundary region lead 
to different schemes of the pseudocanonical classification. For 
example, the isofactors represented by Eq. (4.11) are invariant 
only with respect to substitutions (3.4) and (3.8). Sometimes 
[e.g., when the minimal values in pattern (2.16) are accepted 
by parameters q52' Q53' Q62' or Q63] the indefinites 010 may 
appear in the right-hand side of Eq. (4.11). 

It seems that different pseudocanonical and paracanoni­
cals systems of isofactor are related by the same hook permuta­
tions48 or substitutions.49 Thus both paracanonical and pseu­
docanonical algebraic systems of isofactors are less symmetric 
than canonical ones with respect to the substitution group.48.49 

V. LABELING OPERATORS FOR ORTHONORMAL 
COUPLING COEFFICIENTS OF SU(3) 

The multiplicity problem for decomposition (a'b') 
X (a" b") to (ab) may be solved with the help of the SU(3) 
invariant operator8,29 

Q(a[3) =a~ D E{2}+[3~ D{2}E{2} (5.1) 
, ~ pu up ~ pO' up' 

pU pU 

where 

D = E' - E" D {2} - 1.- ~ (D D D D ) pu pu pu' pu - 2 ~ pT TU + TU pT , 

(5.2a) 

form the SU ( 3) irreducible tensors of rank ( 11 ) in the envelop­
ing algebra of SU ( 3 ) , X SU ( 3 ) ". Particularly D and E 

pO' pu 

(with l:p Dpp = 0 and l:p Epp = 0) are the generators of 
SU(3) XSU(3). 

The traceless part of Q( a,[3) [with the eigenvalues de­
noted by Q(a,[3)] is invariant for the even permutations be­
longing to the symmetry group 83 X 82 of the Clebsch-Gordan 
coefficients of SU (3).30 For the odd permutations it conserves 
or changes the sign, if a = 0 or [3 = 0, respectively. 

The SU (3) -reduced matrix elements of the operators D pu 
and D;;; may be found in the basis (2.2) with the help of the 
transposition formula l2,52 of the tensor and projection opera­
tors 

T;:P;, .. = I dim(A)dim-I(~)(AIlAIIlII~~)Y 
~,r,/! 

XI (A~~II¥)rP~,ilT~:, (5.3) 
/!.il 

where A = (ab), Il = yiiz. 
The explicit form of the projection operator p A 

Il ... 

is unnecessary. The operators Dpu (p¥=u) acting on 
la'b ')HWS la"b ")LWS maybe replaced by ± Epu (with + for 
p> u and - for p < u) and thus they may be included into the 
projection operator. With considerable effort, many terms ob­
tained on the first stage were united and the following represen­
tation of the operator aD pu + [3D ~~ in the irreducible form 
was obtained28: 

= I [3 dim(ab)dim-I(~~)(abyillYlilll~byi;r) (iizilmll.!!.z) I (abjii110111~£yJ;r)(llz IOlnz )2- 1/2 

r,~,£ J 

X [al[3+ y~ -y~ +2 +~fz(~~) - ~fz(ab) + (/ -J)(/ +J + 1) ][a' + b" + 2 + (J -j)(j +J+ 1)] 

+ (abjij ll00Il~~ji};r)6-1/28J){ [3( y~ - y~ - 2) + ~fz(ab) - ifz(~~)] [al[3 +!( y~ - y~) - 1] 

+ 4j(/ + 1) - a'(a' + 2) - b" (b" + 2) + 8a~8b£ [!ji2 - 2 - 4j(/ + 1)] - az(8~,a+ 18£,b+ I + 8~,a_18£,b_ I) 

- 2(a + z + 1) 28£,b± 2 - 2(b - z + 1)28~,a± 2} + 8a~8b£8J){~ 6- 1/%(ab)/2- 112(ab)8rl + 8y2 /j12(ab)( - 1)'P 

X [2ab(a + 2)(b + 2)(a + b + l)(a + b + 3)] -1/2 [i1.t;(ab)/ 2- I(ab) - r,/~ (ab) - ~fz(ab) - f-,.t;(ab)ji + ji2 

+~fz(ab)ji2-!ji4+2rj(/+ 1) +~fz(ab)j(/+ 1) _4j2(/+ 1)2p)l(a'b')(a"b")~byiiz)_,+,:;, (5.4) 

whereji = y~ + y~, iz = i~ - 7~,fz(ab) and.t;(ab) being the eigenvalues ofthe Casimir operators defined as 

fz(ab) = a2 + ab + b 2 + 3a + 3b, /3(ab) = (a - b)(2a + b + 3)(a + 2b + 3). (5.5) 

[For [3 = 0 an elementary limit transition is necessary in Eq. (5.4).] 
The use of the coupled basis 11] _, +,1) (or 11] +, -,1» is preferable because the reduced matrix elements in the right-hand 

side of Eq. (5.4) are expressed in terms of the SU(3) Clebsch-Gordan coefficients and the eigenvalues of the Casimir 
operators of the intrinsic subgroups and depend only on the intrinsic parameters of the bra and ket states [compare Eq. (45) of 
Ref. 53 or Eqs. (2.3) and (3.3) of Ref. 54 in the SU(3) ::>SO(3) case]. The corresponding isofactors ofSU(3) ::>U(2) in the 
right-hand side of Eq. (5.4) [in the canonical labeling scheme, with r = 1 corresponding to the SU (3) generator matrix 
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elements] are tabulated in Refs. 19,55, and 56 (see also Ref. 57). [The factor ( - 1)'1' is negative only in the phase system of 
Ref. 57.] Rather simple matrix elements of the generators D up are useful for motivation of the analytical inversion symmetry, 
because the corresponding matrix turns into the transposed one (with some factor). 

Now the matrix elements of the SU (3) scalar operator (5.1) may be presented in the following tridiagonal form: 

(11 -, +,) 1 Q( a,fJ) 111 - , + .i) 

= Ojj{[ - f.,!~ (ab) - -h!2(ab) - ';'!3(ab)y + !y2 + -h/z(ab)y2 - !y4]/3 + !y(a' - b") (a' + b" + 2) 

X [a + /3( Yo - yO' + 2)] - H!Y + ij/z(ab) )[3( Yo - yO' + 2)a + /3(a'(a' + 2) + b" (b" + 2) 

- ~(Yo - yO' + 2)2 - ~ y2 + 2)] + ! (a' - b ")(a' + b " + 2)1 -1 (i + I) -1 [a + /3( Yo - yO' + 2) HtiJ (ab) 

- Ay3 + U(f2(ab) + 3)] + ~I(I + 1)( y' - yO' + 2)a - I(i + 1)/3 [~( Yo - yO' + 2f _ ~y2 

- !a'(a' + 2) -!b "(b" + 2) - i/z(ab) + 2I(i + 1) - 1 P - OJ+ 1,:;[ (I + iz + 1)(1 - iz + 1) 

X (i - z + 1)(1 + z + l)(a + z - I)(a + z + 1+ 2)(b - z - I)(b - z + 1+ 2) P/2 

X (a'+b"+2I+4) {~a+[~(' --")-I]/3} 
[(2I+l)(2I+3)]1/2(i+l) 2 2 Yo Yo 

- OJ_I,)[ (i + iz)(i - iz)(i +z)(1 -z)(a +z-I + I)(a +z+ 1+ I)(b -z-I + l)(b -z+I + 1)] 1/2 

(~'+b"-=2I+2) _{~a+[~( '--")+I+l)]/3}. (5.6) 
X [(21 + 1)(21 -1)]1/21 2 2 Yo Yo 

The I-independent terms of the diagonal matrix elements may 
be omitted. The parameter I may be zero only when a' = b " . In 
region (2.1 Dc) the nonvanishing matrix elements 

(11 - , + ,) 1 Q' (a,/3) 111 -, + ,B) 

= R B _ I,)(1I -, + ,B- IIQ(a,fJ) 111 _, +,B) (5.7) 

also appear, and the action of operator (5.1) in a complete 
basis (2.2) may be represented as a sum ofEqs. (5.6) and 
(5.7). [We failed to eliminate explicitly the trace of the oper­
ator Q(O,I).] 

The eigenvalue problems of the operator (5.1) split into 
two more elementary problems for special integer values of 3a/ 
/3 for which some nondiagonal matrix element in the right­
hand side ofEq. (5.6) disappears. The discriminant 

q2(a,/3) = [4!2(ab) + 9]a2 - v; (ab)a/3 + 1f!~ (ab)/32 
(5.8) 

of the eigenvalue problem for the coupling (ab) X ( 11) to 
(ab) (with a double mUltiplicity of irreps) gives rational prop­
er values of the traceless operator Q( 0,1 ). In this case the ei­
genstates of Q( 0,1) correspond to the canonical splitting 
scheme.20.56 The positive eigenvalue q(O, 1) = j!2(ab) corre­
sponds to the state coupled with the help of the SU (3) gener­
ator matrix elements. 

In general,the eigenstates of the operator Q( 0, I) belong to 
the symmetric or antisymmetric subspace of the direct product 
space (a'b')x(a"b") (wherea'=a",b'=b") inaccor­
dance with the Derome30 pattern, i.e., it corresponds to a defi­
nite one-dimensional irrep of the above-mentioned symmetry 
group S3 XS2 of the Clebsch-Gordan coefficients. The ques­
tion whether concrete eigenstates belong to a symmetric or 
antisymmetric subspace remains, in general, open, as well as 
the problem of the dependence of the phases on this multiplic­
ity label. 

However, the coupled eigenstate of the Pluhai' operator'8 
[Q( 1,0) in our notations] is, in general, neither symmetric nor 
antisymmetric because it belongs to a reducible representation 
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of the group S3 X S2 (which is a sum of symmetric and antisym­
metric irreps). In this way the independence of the phase fac­
tors in Eqs. (5.3) and (5.4) of Ref. 18 from the multiplicity 
label may be explained. Undoubtedly these phase factors are 
completely motivated in the multiplicity-free cases.6 

It is evident that the elements of the transposed matrix 
(5.6) [with additional terms (5.7), if necessary] give the 
action of the Hermitian operator (5.1) in the dual basis 
(2.4). Then the solution of the eigenvalue problem [along 
with the expression (3.3) or ( = 0.6) for overlaps] allows us 
to expand the q(afJ)-c1assified SU(3) coupled states in 
terms of the states (2.4), and thus to find boundary values of 
the q(a/3)-c1assified isofactors. Later, with the help of Eqs. 
(2.22) and (2.24) most general q(a,/3)-c1assified 
SU (3) ::) U (2) isofactors may be evaluated. 

The use of the symmetry relations of the Clebsch-Gor­
dan coefficients of SU (3) always allows us to omit addi­
tional expansions that usually appear simultaneously in Eqs. 
(2.24), (3.3), and (5.7). In different minimal coupled bases 
matrix elements of the operator (5.1) are related (up to 
trace and phases) by some substitutions of parameters. 

Only a special case of Eq. (2.22) proportional to the 6j 
coefficientofSU(2)6,15,17 [i.e., Eq. (4.4) of Ref. 18] is need­
ed for special SU (3) ::) U (2) isofactors necessary for obtain­
ing the SU (3) ::) SO (3) isofactors by means of the slightly 
modified Engeland52 method. The realization of both 
SU (3 ) ::) SO (3) internal labeling operators in the Elliott53 

basis is given in Refs. 54 and 58. 
Thus general SU (3) ::) SO (3) isofactors with complete­

ly solved inner and outer labeling problems of the repeating 
irreps may be evaluated. 

VI. ON REALIZATION OF THE CANONICAL SPLITTING 

The properties of the canonical SU (3) unit tensor oper­
ators T( a" b " ) are discussed in detail in Refs. 21, 31, and 32. 

* The multiplicity label J ", which accepts the same values as 
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the labelI" in 171 _,1", - ) ifthe linearly dependent states of 
the latter are chosen from above, may be used instead of the 
operator Gelfand-Weyl-Biedenharn pattern. The shifts 
a - a' and b - b' are completely determined by i; 
= !(a - a') and z' = !(a' - a) - v or y" = Yo - yb· 

It should be noted that the pseudocanonical SU ( 3) tensor 
operators obtained from 171 _,1", - ) by means of the Schmidt 
process, beginning from below, have the same null-space struc­
ture as the canonical ones. However, the pseudocanonical ten­
sor operators lack the majority of the above mentioned symme­
tries of the canonical or the paracanonical tensor operators. 

The orthonormal canonical isofactors with the parameters 
• • i" + li-i'l>a" +b" -J~ax +J", (6.1a) 

where 
• • J~ax =min(a" +z",b" -z"»J">max(li;'I,lz"I), 

(6.1b) 

vanish [cf. Eq. (1.32) of Ref. 21]. As a matter of fact, the 
canonical splitting is completely determined by (6.1) when the 
maximal values of i" = i:;' and i' = i', where i;" - i:;'>lzl, 
z = !(b - a - v) [or, respectively, i" = i:;' and i = im, where 
im - i:;' > 1Z'!'z' = !(b' - a' + v)] are chosen.2 I

,49 This prop­
erty of the canonical tensor operators is caused by the group 
generators included in their structure. 

Vectors (2.1) with the parameters i' = i; --+ i;", y' --+ y;" , 
i" = - i; --+ i:;', y" --+ y:;', and 1--+1 U;" >i:;') form a complete 
nonorthogonal coupled basis 

171I,I,i) == I (a' b') (a" b ")abyiiz ) 1,1) 

= P ('!b) -, la'b 'y' i' i' ) la" b "y" i" - i" ) (6.2) yllZ; jlllz m m m m m m· 

The corresponding orthonormal basis obtained by means of 
the Schmidt process beginning from the lowest value of 1 is 
equivalent to the coupled basis constructed with the help of 
the canonical isofactors and labeled by 

• • A 

J" = i;" - i:;' + J ~ax - I (6.3) 

at least when the external multiplicity of irreps coincides with 
the asymptotical multiplicity 

..ff = min(qij) + 1 U = 2,3, j = 3,4,5,6). (6.4) 

[..ff is expressed in terms of the parameters of pattern (2.16) 
depending only on a", b ", a - a', b - b '--d. Eq. (1.11) of 
Ref. 21.] The asymptotical and usual multiplicities coincide for 
i;" -i:;'>lzl orim -i:;'>IZ'I· 

As seen from Eq. (2.1), special bilinear combinations of 

SU(3) isofactors are needed to construct the states (6.2). 
However, the known analytical expressions 12,14 for the bilinear 
combinations of the isofactors in the right-hand side of Eq. 
(2.1 ) remain nonpolynomial for fixed (a" b " ) and correspond­
ing shifts. 

It is remarkable that the coupled basis (6.2) may be ex­
panded in terms of the states (2.2) as follows: 

171I,I,i) = L ( - 1) (a" +b')/2+ 1+ i [(21 + 1 )(21 + 1) ]112 
I 

x{~ (6.5) 

In the right-hand side there appeared the 6j coefficient of 
SU (2) with the parameters 

a = ! (b - b ' + a" - v), /3 = ~ (a' - b " + b - v), 

r = !(b - v). 

Here the summation is taken over the states of the complete or 
overcomplete coupled basis. This expansion is equivalent to 
Weyl transformation59 between different SU(2) subgroups in 
SU (3). Thus special isofactors 

«a'b 'y;"i;,.a" b "y:;'i:;'lIabyf») -, +.I 

= (i' i' i" - i" Ifi' - i" )-I(i' i'f" - f"ll-," - -,''') mmm m m m 000 0 0 0 

X( _1)(a"+b')/2+I+I[(2f+ 1)(2/+ 1)p/2 

(6.6) 

are found, which may also be expressed by means ofEq. (2.22). 
The double sum obtained has been taken for the selected extre­
mal values off or 1 with the help ofEq. (14) of Ref. 37. 

Thus Eqs. (6.5), (3.2b), and (2.20) or (3.5) (after some 
permutations of parameters) allow us to express the SU(3) 
canonical isofactors in the algebraic polynomial form by means 
of the Schmidt process beginning with 1 min (i.e., from the maxi­
mal null-space case, similarly to Ref. 21). 

Otherwise, the dual coupled basis 171 I'IJ) allows us to ex­
press the SU ( 3) canonical isofactors by means of the Schmidt 
process beginning with 1 max' which corresponds to the minimal 
null space. For 

..ff = min(a" - b' + b - v, 

b" - a' + a + v,b ",b" + v) + 1, (6.4') 

the dual coupled basis may be expanded as follows: 

x(a + z - !)!(a + z +! + l)!(b - z - !)!(b - z +! + l)!)I12Sig
nv 

(a + z - i)!(a + z + i + 1)!(b - z - I)!(b - z + 1+ I)! 

x (-1)I-B(2f+1)(B+f+1)! }{a /3 
(1-/)(1+1+ l)(B-/)!(B+I+ 1)!(1-B-1)! r !a 

(6.7) 
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where 

z = !(b - a - v), Izl <Irnin = !(a' + b' - a" - b"), 

I<B=!(a'+b'-a" +b" +v-Ivl), i<!(a'+b"), 

Irnax = min[!(a + b - Ivl ),B]. 

The second term in braces on the right-hand side ofEq. (6.7) 
does not vanish only when the basis 11]I.j,I) is overcomplete, 
i.e., JI = min (b ",b " + v) + 1 and the recoupling matrix of 
SU(2) in the right-hand side ofEq. (6.5) is truncated. In this 
case the expansion coefficients of 11]1 .j,I) in terms of 11] -. +.I) 

form a matrix inverse of the truncated one. Their derivation is 
shown in Appendix B. 

In fact, Eq. (6.7) allows us to construct nonorthonormal 
isofactors that satisfy the boundary condition 

(a'b 'y;"i;"a"b "y;i; Ilabyi) l.d = th; (6.8) 

for i<B (I<B). 
When JI is different from the one defined according to 

Eq. (6.4a), basis 11] _. +.I) is overcomplete and therefore it is 
m()re convenient to use the basis 11]l'.r·l) expanded in terms of 
11]1'· -. -) instead of 11]1 .j,I). 

If the external mUltiplicity does not coincide with JI, the 
numerical orthogonalization of bases 11] 1 . d) and 11] 1 . d) does 
not always lead to the canonical isofactors. Sometimes the al­
ternative version of the canonical classification appear, which 
may be associated with tensors of rank (a'b '). 

Algebraic expressions for the matrix elements of T( a" b " ) 
obtained may be used in this region ifthe indefinite (vanishing) 
factors in the numerator and the denominator are eliminated. 
The knowledge of the properties of the denominator func­
tion21 is undoubtedly very useful for the maximal simplification 
of algebraic expressions for the orthonormal isofactors of the 
canonical type. 

VII. CONCLUSIONS 

In this paper the pluralism of the external multiplicity 
problem for SU (3) is demonstrated. Depending on the situa­
tion, one may choose either the analytical biorthogonal systems 
or the algebraic or numerical orthonormal isofactors. The later 
may be labeled by the irrational (in general case) eigenvalues of 
the classifying operator or by the intrinsic isospins (by the Gel-

fand-Weyl-Biedenham operator patterns, respectively). The 
required symmetry of isofactors and their additional selection 
rules may serve as arguments for the choice between the ca­
nonical and paracanonical spIittings. 

Completely analytical expression (in all 12 parameters) 
for the orthonormal isofactors of SU ( 3) seems impossible. By 
means of the proper Gram-Schmidt process, analytical expres­
sions for the matrix elements of the canonical and paracanoni­
cal tensor operators may be obtained when at least the differ­
ence between the multiplicity label and its extremal (minimal 
or maximal) value (i.e., the number of steps of the Schmidt 
process) is fixed. For example, the relation between the de­
nominator factors of the minimal null-space case and the maxi­
mal null-space case32

•
33 corresponds in some aspects to the ana­

lytical inversion symmetry of the overlaps. 
However, analytical expressions in the canonical case are 

much more complicated and sometimes the limit transitions 
are indispensable. When a sufficient number of parameters is 
fixed, the corresponding expressions accept algebraic-polyno­
mial form. In all such cases the minimal biorthogonal systems 
remain the universal element of the optimal construction. Al­
though the transformation between the minimal biorthogonal 
systems and the systems associated with canonical splitting has 
simple interpretation, the corresponding unitary transforma­
tion between the canonical and paracanonical tensor operators 
is not simple and not related elementary with the SU (2) recou­
pIing matrix or with the Weyl transformation of the operator 
pattern. 

Thus three versions ofthe canonical splitting [correspond­
ing to fixed (a" b "), (a',b '), or (ab), respectively] and two 
versions of the paracanonical splitting along with six versions 
of the pseudocanonical splitting give different algebraic sys­
tems of the SU (3) orthonormal isofactors which are deter­
mined by the additional selection rules, their null-space struc­
ture, and symmetries of isofactors. However, situations exist 
when different solutions are more convenient, e.g., the bilinear 
combinations ofSU(3) isofactors in the right-hand side ofEq. 
(2.1) with v = i' = i" = i = 0 may be expressed as double 
sums only by the methods of Ref. 60. Such bilinear combina­
tions appear as the expansion coefficients of the SU (3) :::> U (2) 
spherical functions. The specific external multiplicity label in 
this case is not simply correlated with those discussed above. 

APPENDIX A: ON THE POLYNOMIAL FACTORS IN OVERLAPS 

The renormalized overlaps [see Eqs. (3.9a) and (3.9b)] for the fixed b - 2z accept the following forms: 

E-o = [eI + lz ) (/ - J) eI - iz ) (/ - J) (ib + i; - I) (/ - J) (ib + i; + j + 1) (/ - J) 

X (a + z - I) (/ - J) (a + z + j + 1) (i - J) (b - z - I) (i -:1) leI - z)!(I - z)!] 1/2 

X I ( - 1) a' + b" + b + x, + x. (I - Z) (b - z -1') (b + X I - X 2 ~ I} 
x,.x, XI x 2 ) (b+x , + 1)(b-z-I+I) 

X eI - z)(x')(b - z - I - x
2
)( - I)(J-Z-X')(a + b' + v + 1)(x, +x')(b' + b" - b + v)( --'I)(x,) 

X (b' + b" + v + 1)( - ')(X')(b - z + j + l)(X')(b - z + I + l)(X')(I + z)( -I)(X')(I - fz)(./-z-X,) 

X eI + i z )( - I)(b- Z-l-X')(a + z __ I)( - I)(J-z- X')(a + z + j + 1)( - I)(b-z-l- X')eI + z) (- I)(b- z-l--x,) 

(Al) 

2364 J. Math. Phys., Vol. 29, No. 11, November 1988 Sigitas Ali§auskas 2364 



                                                                                                                                    

F I.J = [(/ + I
z 

) (i - J) (I - Iz ) (i - J) (i~ + 10 - Jy 1 - J) (i~ + 10 + I + 1) (i - J) 

X (a + z - ]) (1 - J) (a + z + I + 1) (1 - J) (b - z - ]) (j - J) / (I - z)! (] - z)!] 1/2 

(
]-Z)(b-z-l\ (b+xl-x2+I) 

x x~, X I X 2 J (b - x 2 ) ( - I) (J - H I) 

X (/ - z)(X')(b - z -] - x2)( -I)(J-z-X')(a" - a - v)( -I)(x, +x,)(/ + z)( -I)(x,) 

X (] + z)( - I)(X,)(/ + fz)( -I)(b-z- j-X')(i~ + 10 + I + 1)( -I)(b-z- I-x,) 

X (a + z - ])( - I)(J- z- x,) (a + z +] + 1) (- I)(b- z- 1 - x,) (i~ + I;; _]) ( - I)(J- z- x,) 

X (b - z + I + l)(X,)(] - fz)(J-z-X')(b - z +] + 1)(J-z-X')(a' + a" + b - v + 3)(x')(a' + a" - v + 2)(x,), 
(A2) 

where!>], 

( a) a! A(-I)(x)=(A+x)(X)=(A+I)"'(A+x). 
{3 = {3!(a - {3)! ' 

Some efforts are necessary in order to demonstrate that Ei,) and F i,) are equivalent to polynomials in free parameters. The 
factors (b + XI + 1)(b-z-I+ I) and (b - x2)( - I)(J-H I) in denominators may be canceled in an elementary manner for 
I = b - z or ] = z and less easily for I = b - z - 1 or] = z + 1. In order to prove the general case of Eq. (AI) being 
polynomial, it is sufficient to show the absence of the poles caused by the denominator factors of the type 
!f(I + z + I<!f <b - z +] + 1). Really, both the invariance transformations offunctions (3.7a), (3.7b) and thecompen­
sating transformations with coefficients of the type (2.11) (along with usual symmetries of isofactors and relabeling of 
parameters) lead to the mutually excluding sets of possible poles. 

APPENDIX B: TWO RELATIONS BETWEEN THE 6jCOEFFICIENTS OF SU(2) 

Similarly to Eq. (6.5) the following expansion of the minimal coupled bases may be found: 

1
'>1 )=~(_1)a'+b'+a'+b'[(2I+I)(2I+1)]1/2{!(b+a'-b"-V) !(b-v) I}I ) (BI) 
'1+.-,1 + !(b+a"-b'-v) !a I 17-.+.1' 

When the basis 117 _. +.i) (but not 117 +. -.1» isovercomplete, theSU(2) recoupling matrix in the right-hand side is truncated 
by the additional condition I<!(a" + b '). It is clear that the recoupling matrix truncated by the conditions I-;;.B and 
I<!(a" + b') gives the inverse expansion ofthe linearly independent states 117 _. +.i) in terms of 117 +. -.1)' Equation (BI) 
along with (2.19c) gives the expansion in terms of linearly independent states. In such a way the inverse of the truncated 
SU(2) recoupling matrix is found. 

Equations (B 1) and (2.19c) lead to the following relation between the 6j coefficient: 

{
ad b e} (_1)e-B(2g+ I)(B+g)! V(abe)V(dce) {a 

c / = ~ (g - e)(g + e + l)(g - B)!(B - e - 1 )!(B + e)! V(abg)V(dcg) d 

where 

a +d-;;.b + c, /<min(a + c,b + d) +max(la - b 1,lc-dl) -B. 

The substitutions a ..... a - 1, e ..... - e - 1 [see Eq. (29.21) of Ref. 36] allow to obtain the following equation: 

(B2) 

{
a b e}=I (_1)e-B'(2g+I)(B'+e+I)! V(abg)V(dce) {a b g} (B3) 
dc/ g (e-g)(e+g+I)(B'-g)!(B'+g+I)!(e-B'-I)! V(abe)V(dcg) dc/' 

where /<fmin - gmin + B '. Equation (B3) is valid if the 6j 
coefficients with the parameters/min = d - b, gmin = a - b, 
or/min = c - a, gmin = C - d are not vanishing. The symme­
tries of the 6j coefficients allow us to cover the remaining 
cases of the recoupling matrices truncated from above. Of 
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course, the solutions in different regions may be joined. Iden­
tity (B3 ) allows us to expand the linearly dependent states of 
117 _, + .i) in terms of the linearly independent states restrict­
ed from above. Thus the inverse SU(2) recoupling matrix, 
truncated in different ways, may be found explicitly. 
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The oscillator construction of the unitary irreducible lowest (highest) weight representations 
of the noncompact supergroup OSp(2n/2m,R) with even subgroup SO(2n) XSp(2m,R) is 
given. In particular, simple rules for determining the SO(2n) XSp(2m,R) decomposition of 
the unitary lowest weight representations ofOSp(2n/2m,R) are derived. 

I. INTRODUCTION 

Lie groups playa fundamental role in the formulation of 
physical theories. Over the last decade Lie supergroups and 
Lie superalgebras have come to play equally important roles 
in theoretical physics. They underlie all supersymmetric the­
ories such as superstring and supergravity theories. In prac­
tically all the theories in which supersymmetry enters at a 
fundamental level the related supergroups turn out to be 
noncompact. For example, the Lie supergroups that contain 
the space-time symmetry groups such as Poincare, anti-de 
Sitter, and conformal groups are all noncompact. Therefore 
the relevant unitary representations of such noncompact su­
pergroups are all infinite dimensional. Furthermore, one is 
in general interested in positive energy unitary representa­
tions of space-time supergroups. These positive energy uni­
tary representations are said to be of the lowest weight type, 
since the energy generator belonging to the noncom pact su­
peralgebra has a spectrum bounded from below. The lowest 
weight unitary representations are related to the highest 
weight representations by a simple involution. 

A general method for constructing oscillatorlike unitary 
representations of noncom pact groups and noncompact su­
pergroups was given in Refs. 1 and 2, respectively. These 
representations are all of the lowest weight type, and for 
space-time groups and supergroups they correspond to the 
positive energy unitary representations. The methods of 
Refs. 1 and 2 were further developed and applied to super­
gravity and superstring theories.3

-6 In Ref. 3, the oscillator 
construction of the positive energy unitary representations 
of the seven-dimensional, N = 4 anti-de Sitter supergroup 
OSp(8*/4) ""OSp(6,2/4) was given. Furthermore, the 
spectrum at the S 4 compactification 7 of the II-dimensional 
supergravity8 was shown to fit into an infinite set of short 
supermultiplets ofOSp(8*/4) (see Ref. 3). In Ref. 4, the 
unitary lowest weight representations of the four-dimen­
sional N = 8 anti-de Sitter supergroup OSp(8/4,R) were 
constructed, and the spectrum of the S 7 compactification9 of 
the II-dimensional supergravity was fitted into an infinite 
set of short supermultiplets ofOSp( 8/4,R). The spectrum of 
the S 5 compactification of the chiral N = 2 supergra vity was 
first obtained and fitted into unitary supermultiplets of the 
five-dimensional, N = 8 anti-de Sitter supergroup SU(2,2/ 
4) in Ref. 5. Somewhat later the results of Ref. 5 were con­
firmed by the results of Ref. 10 using differential geometrical 

methods. In Ref. 6, a complete classification offinite-dimen­
sional conformal superalgebras in two dimensions was given 
and their lowest weight unitary representations studied. Us­
ing the results of Ref. 6, it was shown that the light-cone 
actions of superstring theories in d = 10 can be interpreted 
as singleton field theories of certain three-dimensional anti­
de Sitter superalgebras. II 

In the references cited above the unitary lowest weight 
representations of noncompact superalgebras L are con­
structed over the super Fock space of bosonic and fermionic 
oscillators, which transform in the fundamental representa­
tion of a maximal compact subsuperalgebra Lo. The superal­
gebra L has a Jordan decomposition (three-grading) with 
respect to Lo. The method readily gives the full content of the 
unitary lowest weight representations of the noncompact su­
peralgebra L in terms of the finite-dimensional representa­
tions of its maximal compact subsuperalgebra Lo. All non­
compact Lie groups that admit lowest weight unitary repre­
sentations have a Jordan structure with respect to their max­
imal compact subgroups. 12 However, this is not the case for 
noncom pact Lie supergroups.13 Recently the oscillator 
method has been generalized to noncompact supergroups 
that have a Kantor structure (five-grading) with respect to a 
compact subsupergroup of maximal rank. 13 This generaliza­
tion allows one to construct unitary lowest weight represen­
tations of all simple noncompact supergroups of the classical 
type whose even subgroups are in the form of a direct prod­
uct of a simple noncom pact group with a compact group. 
The simple superalgebras of classical type, which include the 
exceptional and strange superalgebras, have been classified 
by Kac. 14 In addition to the references cited above, there 
have appeared in the literature papers studying representa­
tions of OSp (2n/2m,R) for special values of nand m, using 
different methods. 15 

In this paper we shall generalize the results of Refs. 2 
and 4, and give a detailed study of the unitary lowest weight 
representations of OSp(2n/2m,R), which has a Jordan 
structure with respect to its maximal compact subsuper­
group U(m/n). In particular, we shall give simple rules for 
determining the decomposition of a unitary representation 
of OSp(2n/2m,R) with respect to its even subgroup 
Sp(2m,R) xSO(2n). We illustrate these rules with several 
examples. 

The plan of our paper is as follows: In Sec. II we give the 
oscillator construction of the representations of the compact 
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group SO(2n) and the rules for determining the Gelfand­
Zetlin and Dynkin labels of an irreducible representation 
(irrep) of SO (2n) from its lowest weight state. Section III 
summarizes the unitary lowest weight representations of 
Sp(2m,R) following Ref. 4. Then in Sec. IV we give the 
oscillator construction and a detailed study of the unitary 
lowest weight representations of OSp (2n/2m,R). 

II. OSCILLATOR CONSTRUCTION OF THE 
REPRESENTATIONS OF SO(2n) 

The oscillator construction of the representations of 
SO( 8) was given in Ref. 4. The results of Ref. 4 can be ex­
tended in a rather straightforward manner to the group 
SO(2n) for arbitrary n. The only subtlety that arises in this 
extension is the qualitative difference between even n = 2k 
and odd n = 2k + 1. The orthogonal groups SO(2n) with 
odd n have complex representations, while for even n the 
representations are all real. In this section we shall give the 
general oscillator construction of the representations of 
SO(2n) for arbitrary n. We shall see below that the differ­
ence between even and odd n cases is elegantly reflected in 
the oscillator construction. 

The Lie algebra of SO (2n) has a Jordan decomposition 
(three-grading) with respect to its maximal subalgebra Lo of 
U(n) (see Refs. 4 and 16): 

(2.1 ) 

The generators of SO (2n) can be realized as bilinears of an 
arbitrary number f = 2p + c (c = 0,1) offermionic oscilla­
tors transforming in the fundamental representation of 
U(n): 

Apv = ap·flv - avoflp -I- cYpYv , 

A pv = aPoW - aV·flP + cy"yV = - A tv , (2.2) 

M~ = aPoav - flvoflP + (c/2)(y"yv - yvy") . 

The parameter c takes on the value 0 or 1 depending on 
whether we have an even or odd number offermionic oscilla­
tors, respectively. The expressions of the type aPoflv or aPoav 
are a short form for a summation over a family of p oscilla­
tors a(r) and/3(r) (r = 1,2, ... ,p): 

p 

apoflv= L a p(r)/3v(r), 
r= 1 (2.3 ) 

p 

aPoav = L aP(r)av (r) . 
r= 1 

The oscillators a p (r), /3p (r), and YP satisfy the canonical 
anticommutation rules 

{ap (r),aV(s)} = 6;6,s , 

{f3p (r),/3V(s)} = 6;6,s , 

{YP,yv} = 6; , (2.4) 

{ap (r),av (s)} = {f3p (r),/3v (s)} = {YP ,Yv} = 0 , 

{ap (r),/3V(s)} = {ap (r),yv} = {f3p (r),yv} = 0, 

{ap (r),/3v (s)} = {ap (r),yv} = {f3p (r),yv} = 0, 

where J.l,v, ... = l, ... ,n and r,s = l, ... ,p . 
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The nonvanishing commutators ofSO(2n) are 

[M~,M':r] = &:,M':- - ~M~ , 

[Apv,M':r] = &:,AplT - ~AvlT , 

[ A pV,M':r] = ~A VP - 6~A PP , 

[Apv,A pal = - 6:M~ + ~M~ - &:,M: + 6~M~ . 
(2.5) 

To construct the irreducible representations (irreps) of 
SO (2n) one first chooses a set of states 10) in the Fock space 
of the fermionic oscillators, which transforms irreducibly 
under the U (n) subgroup and is annihilated by the operators 
Apv belonging to the L_1 space. Then acting on 10) re­
peatedly with the operators AILV belonging to the L+ 1 space 
one generates a set of states that form the basis R of an irrep 
ofSO(2n): 

R = {IO),A PVIO),A pVA PAlO), ... } . (2.6) 

Since the fermionic oscillators anticommute, we have 
(L + 1) k = 0 for k > nf /2, and hence the representation space 
R is finite dimensional. We shall refer to the set of states 10) 
as the lowest weight state of the corresponding irrep of 
SO(2n). 

The Fock vacuum 10) is defined to be the state annihilat­
ed by all the annihilation operators a p (r), /3p (r), and Yw If 
we have only one set of oscillators (p = 0 and c = 1), then 
the only possible lowest weight states that transform irredu­
cibly under the U(n) subgroup generated by M~ are the 
Fock vacuum 

10) (2.7a) 

and the "one-particle" state 

Y"IO) . (2.7b) 

On the other hand, for two sets of oscillators, i.e., p = 1 and 
c = 0, we have (n + 2) nonequivalent irreducible lowest 
weight states. They are 

10) , 

aPIO) , 

aPaVIO) , 

aPav .. ·aPIO) , 
~ 

n copies 

and the symmetric tensor state 

(aP/3v + aV/3P) 10) . 

(2.8a) 

(2.8b) 

One can, of course, construct lowest weight states by replac­
ing the oscillators aPin (2.8a) by /3 p. However, the resulting 
lowest weight states are equivalent to those of (2.8a). Ifwe 
have 2p sets of oscillators, then the possible lowest weight 
states are those that can be obtained by tensoringp copies of 
the states of the type (2.8a) and (2.8b). Foran odd number 
(2p + 1) of sets of oscillators the possible lowest weight 
states in the Fock space are those obtained by tensoring the 
states (2.7a) and (2.7b) withp copies of the states of type 
(2.8a) and (2.8b). 

The U (n) = SU (n) xU ( 1) transformation properties 
of the lowest weight states 10) can be conveniently labeled 
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by using Young tableaux of U (n) and the U ( 1) quantum 
number of 10). TheU(1) quantum number of 10) genera­
ted by QF = M ~ is uniquely determined by the U (n) Young 
tableau of 10) and the number I of fermionic oscillators, 
since 

(2.9) 

where N F is the number operator of all the oscillators. For 
example, the vacuum 10) is an SU(n) singlet with 

QFIO) = -1n/I0) . (2.10) 

The U(n) Young tableaux of the possible lowest weight 
states 10) have at mostl columns. By taking a larger number 
lof fermionic oscillators one can construct a lowest weight 
state 10) corresponding to an arbitrary Young tableau of 
U (n) with some definite U ( 1) charge. 

Thefull U(n) content of an irrep ofSO(2n) with a given 
lowest weight state 10) can be obtained by tensoring the 
Young tableau of 10) with the Young tableaux ofthe sym­
metric tensor products of the operators A/-LV • The Young tab­
leau of A/-LV is simply 8 ' and since [A /-Lv,A ;'P] = 0, one 
needs to consider only the symmetric tensor products of 

A/-LV;::;::; 8, AIlVA;.p;::;::;tE E9 ~ ,.... (2.11) 

In tensoring the Young tableau of 10) with the symmetric 
powers of 8 one has to keep in mind that the resulting 
Young tableaux have at most I columns. The states corre­
sponding to Young tableau with more thanl columns do not 
exist in the Fock space ofl fermionic oscillators. For details 
on this point we refer to Ref. 4. 

The most common labelings for the irreps of SO (2n) are 
the Dynkin and Gelfand-Zetlin labelings. It is a rather 
straightforward exercise to determine the labels of an irrep of 
SO(2n) with lowest weight state 10) by studying its U(n) 
content. Here we shall simply give the Dynkin and Gelfand­
Zetlin labels of an irrep of SO (2n) in terms of the U ( n ) 
Young tableaux labels of the corresponding lowest weight 
state 10). We denote the Young tableaux (YT) for the irre­
ducible representations ofU(n) as [/t'/2""'/n lvT> where Ii 
denotes the number of boxes in the ith row of the corre­
sponding tableaux. The Gelfand-Zetlin (GZ) and Dynkin 
(D) labels of the irreps of SO (2n) will be denoted as 

TABLE I. The U (n) Young tableau label of a lowest weight state In) and 
the Gelfand-Zetlin and Dynkin labels of the corresponding irreducible rep­
resentation ofSO(2n) for even n = 2k. Note that/= 2p + E. 

U (n) Young tableau 
of the lowest weight 
state In) 

Gelfand-Zetlin 
labeling of the 
irrep ofSO(2n) 

Dynkin labeling of 
the irrep ofSO(2n) 

( I -1.,1 -I._" ... ,L_ /,) 
2 2 2 GZ 

(l._, -1.,1._2 -1._, , ... , 

I, - 12,1- I, - 12 )D 
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TABLE II. The U (n) Young tableau label of a lowest weight state In) and 
the Gelfand-Zetlin and Dynkin labels of the corresponding irreducible rep­
resentation ofSO(2n) for odd n = 2k + I. Note that I = 2p + E. 

U(n) Young tableau 

ofthe lowest weight [/,,{2,/3, ... ,{.]YT 
state In) 

Gelfand-Zetlin 
labeling of the 
irrep ofSO(2n) 

( I -1./ -1._" ... ,L_ /2,{,_I) 
2 2 2 2 GZ 

Dynkin labeling of 
the irrep ofSO(2n) 

(r t ,r2,···,rn )GZ and (n t ,n2,··.,nn )0' respectively. In Table I 
we give the Gelfand-Zetlin and Dynkin labeling of the irreps 
of SO(2n) for even n = 2k corresponding to given lowest 
weight states with U(n) Young tableaux [/t"",/n ]YT' Table 
II gives the corresponding labeling in the case of SO (2n) for 
odd n = 2k + l. 

To every lowest weight state 10) of an irrep ofSO(2n) 
there corresponds a highest weight state I HWS), which is 
annihilated by the operators A /-LV belonging to the L + t space 
and transforms irreducibly under U (n). If we denote the 
U (n) Young tableau of a lowest weight state 10) as 
(/1'/2, ... ,ln )YT> then the U(n) Young tableau of the corre­
sponding highest weight state I HWS) is given as follows: 

IHWS) -+ [I -In.! -In_ t , ••• J -/dYT' 

for even n = 2k , 

and 

IHWS) -+ [I -In.! -In-I>···J -/2,/dYT' 

for n = 2k + 1, 

(2.12a) 

(2.12b) 

wherel = 2p + £ is the total number offermionic oscillators. 
In Table III we give the Gelfand-Zetlin and Dynkin labels of 
an irrep ofSO(2n) corresponding to a given highest weight 
state I HWS). 

By the oscillator method outlined above one can con­
struct all the irreps ofSO(2n), spinorial as well as tensorial. 

TABLE III. The U(n) label of a highest weight state and the Gelfand­
Zetlin and Dynkin labels of the corresponding irrep ofSO( 2n) for arbitrary 
n. Note that I = 2p + E. 

U (n ) Young tableaux 
label of the highest 
weight state IHWS) 

Gelfand-Zetlin 
label of the 
irrep ofSO(2n) 

Dynkin label of 
the irrep ofSO(2n) 

( k' - L,k2 - L, ... ,k. _ L) 
2 2 2 GZ 
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[Therefore, strictly speaking, we should be talking about 
Spin (2n). Since at the Lie algebra level there is no distinc­
tion, we shall continue using the notation SO(2n).] If we 
have an odd number / = 2p + 1 (i.e., E = 1) of families of 
fermionic oscillators, we obtain spinorial irreps of SO (2n) in 
general. This is most obvious from the Ge1fand-Zetlin label­
ing given above. For example, for / = 1 (i.e., p = ° and 
E = 1) one obtains the two irreducible spinor representa­
tions of SO (2n) (see Refs. 4 and 6). 

To make our conventions for the various labeling 
clearer we give in Tables IV and V the decompositions of 
some of the lower-dimensional irreps ofSO( 8) and SOC 10). 

III_ UNITARY HIGHEST (LOWEST) WEIGHT 
REPRESENTATIONS OF Sp(2m,R) 

Before giving the general construction of the unitary 
highest weight representations of OSp (2nI2m,R) we shall 
review the oscillator construction of the unitary highest 
weight representations ofSp(2m,R) (see Refs. 1,4, and 13). 

TABLE IV. Some of the lower-dimensional irreducible representations of 
SO(8). 

Young tableaux 
Number of of lowest 
oscillators weight vector SO(8)oz SO(8)o Dimension 

/= 1: 10) (H~,~) (0,0,0,1) 8, 
10) q,H-P (0,0,1,0) 8e 

/=2: 10) 0,1,1,1) (0,0,0,2) 35, 
10) 0,1,1,0) (0,0,1,1) 56. 

18 ) 0,1,0,0) (0,1,0,0) 28 

I§ ) 0,0,0,0) ( 1,0,0,0) 8. 

I~ ) (0,0,0,0) (0,0,0,0) 

IITJ ) 0,1,1, - 1) (0,0,2,0) 35e 

/=3: 10) q,~,W (0,0,0,3) 112, 

10) q,~,W (0,0,1,2) 224« 

18 ) (~,H~) (0,1,0,1 ) 160, 

I §) (M,W 0,0,0,1) 56e 

I ~ ) (!d,W (0,0,0,1) 8, 

ICO ) q,~,~, -~) (0,0,2,1) 224e., 

IGJ ) (Md, -!) (0,1,1,0) 160e 

Ilf ) (H!, -p 0,0,1,0) 56, 

If> q,H -~) (0,0,1,0) 8e 

lITO > (H~, -~) (0,0,3,0) 112e 
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TABLE V. Some of the lower-dimensional irreducible representations of 
SOOO). 

Young tableaux 
Number of of lowest 
oscillators weight vector SO(IO)oz SO(IO)o Dimension 

/= I: 10) q,H!,-P (0,0,0,1,0) 16 
10) (~,~,~,W (0,0,0,0,1) 16 

/=2: 10) 0,1,1,1, - 1) (0,0,0,2,0) 126 
10) ( 1,1,1,1,0) (0,0,0,1,1) 210 

18) (1,1,1,0,0) (0,0,1,0,0) 120 

I§) (1,1,0,0,0) (0,1,0,0,0) 45 

I~) ( 1,0,0,0,0) ( 1,0,0,0,0) 10 

I~I (0,0,0,0,0) (0,0,0,0,0) 

ICO> 0,1,1,1,1) (0,0,0,0,2) 126 

The highest weight representations of Sp (2m,R) are related 
by a simple involution to the lowest weight representations. 
For the oscillator construction the term "lowest weight rep­
resentations" is more appropriate, since the generator for 
Sp(2m,R) whose spectrum is bounded (from below) is es­
sentially the number operator of the bosonic oscillators. 

The noncom pact group Sp (2m,R) has a Jordan decom­
position with respect to its maximal compact subgroup 
V (m). Its Lie algebra L can be decomposed as a vector space 
direct sum: 

(3.1) 

where i,j= 1, ... ,m and 1J are the generators of the V(m) 
subgroup. The nonvanishing commutators ofSp(2m,R) in 
the above basis are l

•
4

•
13 

[Sij,Skl] = 8J17 + 871J + 8;1i + 8i1;, 

[1J,Sk/] = 8;SiI + 8JSik, 

[ 
i k k i i k 1p1 I] = 8j1 1- 811j . 

(3.2) 

The generators of Sp (2m,R) can be realized as bilinears of 
an arbitrary number /= 2p + E (p = 0,1,2, ... , E = 0,1) of 
bosonic oscillators transforming in the fundamental repre­
sentation of V (m): 

Sij = ai-bj + aj-bi + ECiCj , 

S ij = ai-hi + ai-bi + Ecid , 

15 = ai-aj + bj-b i + (EI2) (cicj + cjci ) , 

(3.3 ) 

where ai-bj represents the sum l:~= I a i (r)bj (r), etc. The bo­
sonic oscillators satisfy the canonical commutation relations 
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[a i (r),ai(s)] = [b i (r),bj(s)] = 8i;~rs , 

[ci,d] = 8i; , 
[a i (r),aj (S» = [a i (r),bj (s)] = [a i (r),cj ] = 0 , 

. . . (3.4) 
[ai(r),b'(s)] = [ai(r),c'] = [bi(r),c'] =0, 

[c;.cj ] = [bi(r),b/s)] = [c;.bj(r)] =0, 

where r = 1,2, ... ,p, i,j = 1,2, ... ,m. The bosonic annihilation 
(ai (r),bi (r),ci ) and creation operators (ai(r),b i(r),ci) trans­
form covariantly and contravariantly, respectively, under 
the U(m) subgroup generated by IJ. 

Every unitary lowest weight representation of 
Sp(2m,R) can be constructed over the Fock space of these 
bosonic oscillators as follows. One considers a set of states 
10) in Fock space transforming in a definite representation 
ofU (m) and annihilated by all the operators S ij belonging to 
the L _ 1 space. Then acting on 10) repeatedly by the opera­
tors S ij belonging to the L + 1 space one generates an infinite 
set of states that form the basis of a unitary lowest weight 
representation ofSp(2m,R). If the lowest weight state 10) 
transforms irreducibly under U (m), then the corresponding 
unitary representation ofSp(2m,R) is also irreducible. The 
unitary lowest weight irreducible representations of 
Sp(2m,R) can therefore be uniquely labeled by the U(m) 
labels of their lowest weight states. 1.4.13 Ifwe have one set of 
bosonic oscillators, i.e., p = 0 and £ = 1, then in the corre­
sponding Fock space there are only two nonequivalent irre­
ducible lowest weight states, namely, the Fock vacuum 

10) 

and the one-particle state 

cilO) . 

(3.Sa) 

(3.Sb) 

On the other hand, if we have two sets of oscillators (p = 1 
and E = 0), then the possible irreducible lowest weight states 
are states of the form 

(3.6a) 

which correspond to symmetric tensors of arbitrary rank of 
U (m), and the antisymmetric tensor state 

(3.6b) 

One can construct lowest weight states of the form (3.6a) 
using b-type oscillators only. However, they are all equiva­
lent to the ones given above. If we have p pairs of the bosonic 
oscillators, then the possible lowest weight states are those 
that can be obtained by tensoring p copies of the states of the 
form (3.6a) and (3.6b). For an odd number f = 2p + 1 of 
oscillators the possible lowest weight states will be given by 
tensoring the states of the form (3.Sa) and (3.Sb) with p 
copies of the states ofthe form (3.6a) and (3.6b). We shall 
denote the U (m) = SU (m) xU ( 1) transformation proper­
ties of the lowest weight states 10) by their U(m) Young 
tableaux and their U ( 1) quantum numbers, whose gener­
ator is 
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QB = I: = ai·ai + bi·bi + (EI2)(CiCi + CiCi) , 

QB = ai·ai + bi·bi + £CiCi + ~fm , 
QB =NB +~fm, 
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(3.6c) 

where N B is the number operator of all the f = 2p + £ bo­
sonic oscillators. Since the bosonic creation operators all 
commute with each other, the Young tableaux of the lowest 
weight states 10) can have at most /= 2p + £ rows. By 
choosingf large enough one can construct a lowest weight 
state 10) that transforms in any given representation of 
SU(m) and has a definite U(1) quantum number that de­
pends onf (see Refs. 4 and 13). The operators S ij belonging 
to the L + 1 space transform in the symmetric tensor repre­
sentation of U(m) with Young tableau rn . Since they 
commute with each other, the higher powers of S ij corre­
spond to symmetric tensor products of the representation 
rn ofU(m): 

S ij ijSkl EE ::::: rn, S ::::: Ell o::::r::o ''' .. (3.7) 

Thus to calculate the full U (m) content of a unitary lowest 
weight representation one needs to tensor the symmetric 
powers of the representation rn ofU(m) with the irrep of 
U(m) corresponding to the lowest weight state 10). In de­
composing the tensor products into irreducible representa­
tions of U ( m) one has to keep in mind that the allowed 
irreps have at mostf = 2p + £ rows in their Young tableaux. 
For details on this point we refer to Ref. 4. 

As an example, consider the case when p = 0 and £ = 1, 
i.e., when we have one set of bosonic oscillators Ci and ci

• 

Then as stated above there exist only two states in the Fock 
space that are annihilated by the operators Sij = cicj and 
that transform irreducibly under the U (m) generated by 
IJ = ~(CiCj + c/). These are the Fock vacuum 10) and the 
one-particle state ck 10): 

SijIO) =0, IJIO) =~~JIO), 

SijCk 10) = 0, IJck 10) = ~JciIO) + ~~;Ck 10) . 
(3.8) 

The unitary representation of Sp (2m,R) with lowest weight 
vector 10) and f = 1 has the following U (m) content (indi­
cated by Young tableaux): 

10)::::: 1, with QB = ml2 , 

sijIO):::::rn , 

S ijs kilO)::::: o::::r::o 
. , 

Sij"'Sk/IO)::::: 1 1 1 .. ·1 1 1 

~~ 

n times 2n boxes 

(3.9) 

Similarly the unitary representation with the lowest weight 
vector ck 10) has the following U(m) content: 

ckIO):::::D, 

SijckIO):::::DIJ , 

n times 

~ 

(2n + 1) boxes 

(3.10) 

These two unitary lowest weight representations are the sin­
gletonrepresentationsofSp(2m,R) (see Ref. 4). Form = 2, 
they give us the singleton representations of the covering 
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group Sp ( 4,R) of the four-dimensional anti-de Sitter group 
SO(3,2), which were first discovered by Dirac. I? 

IV. UNITARY HIGHEST (LOWEST) WEIGHT 
REPRESENTATIONS OF THE NONCOMPACT 
SUPERGROUP OSp(2nI2m,R) 

The noncom pact supergroup OSp (2nI2m,R) has a Jor­
dan structure with respect to its maximal compact subsuper­
group U(mln). The even subgroup U(m) XU(n) ofU(ml 
n) is simply the subgroup with respect to which the even 
subgroup O(2n) XSp(2m,R) has a Jordan decomposition. 
The Lie superalgebra ofOSp(2nI2m,R) can be realized as 
bilinears of superoscillators transforming in the fundamen­
tal representation of U(mln) (see Refs. 2 and 4). These 
superoscillators are defined as follows: 

(
ai(r») (bi(r») 

SA (r) = all- (r) , 7]A (r) = \..pll- (r) , 

A (ai(r») S (r) = all-(r) , 
A (bi(r») 

7] (r) = \.pll-(r) , 

where A,B, ... = 1,2, ... ,m + n. The first m components of 
these superoscillators are bosonic and the remaining n com­
ponents are fermionic. Superannihilation (and supercrea­
tion) operators SA' 7] A ,{; A (and SA, 7]A,; A) transform in the 
covariant (and contravariant) fundamental representation 
of U(mln), respectively. They satisfy the supercommuta­
tion relations 

[SA (r),s B(S)} = [7]A (r),7]B(s)} = o! Drs' 

[;A,;B} = o! , 

[SA (r)'SB(S)} = [7]A(r),7]B(S)} = [;Ao;B} =0, 
[SA (r),7]B (S)} = [SA (r)';B} = [7]A (r),;B} = 0, 
[SA (r),7]B(s)} = [SA (r),;B} = [7]A (r),;B} = 0, 

(4.2) 

where the superbracket [ , } represents an anticommutator 
among two fermionic indices and a commutator, otherwise. 
The operators corresponding to the Jordan decomposition 
of the Lie superalgebra OSp(2nI2m,R), 

OSp(2nI2m,R)=SAB GlM~ GlSAB=L_ 1 GlLoGlL+ I , 

have the following realization as bilinears of an arbitrary 
number f = 2p + E of superoscillators2.4: 

SAB = SA·1]B + 1]A·SB + E;A;B' 

S BA = S ~B = SB.1]A + 1]B.SA + E; B; A , 

M~ = SA.SB + ( - l)deg Adeg B1]B·1]A 
(4.3) 

+ (d2) [;A;B + (_ l)deg Adeg B;B;A] , 

where deg A = 0 or 1 depending on whether A is a bosonic or 
a fermionic index, respectively. By restricting the superin­
dices to the purely bosonic or purely fermionic indices we 
recover the Lie algebras of Sp ( 2m,R) and SO (2n ), respec­
tively: 

(M5 = 15, Sij' Sij)~Sp(2m,R) , 
(4.4) 

(M~, SIl-V = All-v' Sll-v=AIl-V)~SO(2n). 

The odd generators of OSp(2nI2m,R) are those bilinears 
that carry one bosonic and one fermionic index, i.e., 
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M~,Mf,Sill-,Sill-. Their anticommutators close into the even 
generators: 

{Sill-,SjV} = o;M{ - ij{M; , 

{M~,Mj} = o5M; + o;M5 ' 

{Sill-,MU = - ij{SIl-V , 

{Sill-,Mj} = o;Sij . 

(4.5) 

The other non vanishing anticommutators can be obtained 
from these by Hermitian conjugation. Furthermore, the 
commutators of the even generators with odd generators are 

[ 
i k r:k i 

Mj,MIl-] =UjMIl-' 

[M5,Mt] = - o~M'j , 

[M5,Skll-] = - O~Sjll- ' 

[M5,Skll-] = of Sill- , 

[M~,Mn = - 8;.M~ , 

[M~,Mt] = o~Mt , 
[M~,SIc).] = - 8;.Skv , 

[ Mil- Sic).] = OASkll-v' v' 

[Sij,M~] = 07~1l- + of Sill- ' 

[Sij,Skll-] = o7M'j + ofMf, 

[Sll-v,Mt] = - O~Svk + O~Sll-k , 

[SIl-V'SIc).] = O~M~ - o~M~ . 

(4.6) 

The other non vanishing commutators between odd and even 
generators can be obtained from these again by Hermitian 
conjugation. 

The unitary highest weight representations of noncom­
pact supergroups are related to the unitary lowest weight 
representations by a simple involution. For reasons ex­
plained above we shall use the term "unitary lowest weight" 
representations below. 

To construct unitary lowest weight representations of 
OSp (2nI2m,R) in the super Fock space of all the superoscil­
lators one considers a set of states 10) that are annihilated by 
all the operators SAB belonging to the L_I space and that 
transform in a definite representation of the maximal com­
pact subsupergroup U(mln). Then acting on 10) repeated­
ly by the operators SAB belonging to the L+ I space one gen­
erates an infinite set of states in the super Fock space that 
forms the basis of a unitary lowest weight representation of 
OSp (2nI2m,R) (see Refs. 2 and 4). This unitary represen­
tation is irreducible if the corresponding lowest weight state 
10) transforms irreducibly under the maximal compact sub­
supergroup U(mln) (see Refs. 2 and 4). The irreducible 
representations of U(mln) that occur in this construction 
can be conveniently labeled by supertableaux. 18 For exam­
ple, the operators SAB of the L + I space transform as the 
supersymmetric tensor of rank 2 under U(mln), whose su­
pertableau is simply [ZIZJ . Under the even subgroup 
U(m) XU(n) the representation [ZIZJ of U(mln) decom­
poses as 

[ZIZJ = (CD ,1) + (0,0) + (1, 8 ) . (4.7) 
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The states that occur in the super Fock space fall into irreps 
of U (min). The supertableaux of these irreps can have at 
mostf= 2p + HOWS. To calculate the full U(mln) content 
of a unitary lowest weight representation of OSp (2n/2m,R) 
one needs to tensor the supertableau of 10) with the super­
symmetrized powers of the representation IZl2l ofU(mln), 
since 

SAB::::: 0ZJ , 

SABSCD::::: (1Zl2l ® IZl2l )s = B1:B til IZIZJZ[2J , (4.8) 

SAB"'SCD:::::( 1Zl2l® ... ® IZl2l ) 
~~ 

k times k times 

If we have only one set of superoscillators (i.e., p = 0 and 
e = 1), then the only possible irreducible lowest weight vec­
tors ofOSp(2nI2m,R) are the vacuum 

10) 

and the one-particle state 

;AIO):::::iZI. 

(4.9a) 

(4.9b) 

For two sets of super oscillators (p = 1 and e = 0) the possi­
ble irreducible lowest weight vectors are 

10) , 

t A IO):::::iZ1 , 

t At B IO):::::1Zl2l , 

and the states 

(tATJB _TJAt B) 10)::::: ~. 

(4. lOa) 

(4. lOb) 

For 2p sets of superoscillators the possible lowest weight 
states can all be obtained by tensoringp copies of the lowest 
weight states of the form (4. lOa) and (4.lOb). To obtain all 
the possible lowest weight vectors for f = 2p + 1 we need to 
tensor p copies of the states of the form (4. lOa) and (4.1 Ob) 
with the states (4. 9a) and (4. 9b). For the rules concerning 
the decomposition of the tensor product of the correspond­
ing supertableaux into irreducible supertableaux ofU (min) 
we refer the reader to Refs. 2, 3,4, and 18. To obtain lowest 
weight states 10) of irreducible representations ofOSp(2nl 
2m,R) we must project out the irreducible representations of 
U (min) from the above set of states. In most physical appli­
cations it turns out to be more useful to decompose the uni­
tary irreducible representations of a noncom pact super­
group into irreducible representations of its even subgroup. 
The infinite set of irreps of U(mln) that occur in a given 
irreducible unitary highest weight representation of 
OSp(2nI2m,R) can be combined into a finite set of 
irreducible representations of its even subgroup 
Sp(2m,R) XSO(2n). For the short supermultiplets of the 
supergroup OSp (81 4,R) this has been done in Ref. 4. Here 
we shall extend these results to general nand m. 

The unitary irreps ofSp(2m,R) that occur in a unitary 
lowest weight representation of OSp(2nI2m,R) are all of 
the lowest weight type. Therefore to decompose a unitary 
lowest weight irrep of OSp(2nI2m,R) into irreps of 
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SO(2n) xSp(2m,R) is equivalent to identifying all the 
states obtained by the repeated action of S ABon 10) that are 
lowest weight vectors of both SO (2n) and Sp( 2m,R) simul­
taneously. Then from these simultaneous lowest weight vec­
tors of SO(2n) and Sp(2m,R) we can read off the full 
SO(2n) XSp(2m,R) content of the unitary lowest weight 
irrep of OSp(2nI2m,R). Clearly the lowest weight vector 
10) ofOSp(2nI2m,R) is a simultaneous lowest weight vec­
tor of both SO(2n) and Sp(2m,R). The other simultaneous 
lowest weight vectors ofSO(2n) and Sp(2m,R) can be ob­
tained from 10) by the action of the odd generators corre­
sponding to supersymmetry transformations. More specifi­
cally, the relevant operators are the odd generators Sil' 
belonging to the L + 1 space. The operators 81' transform in 
the (m,n) representation of the U (m) xU (n) subgroup of 
Sp(2m,R) XSO(2n) with Young tableau (0,0). Since 
{S il',S i',} = 0, the product of the operators S il' transform in 
antisymmetrized powers of (0,0), i.e., 

Sil'::::: (0,0), under U(m) XU(n) , 

S iI'S iv::::: ( CD ,8) + (8 ' CD), 

SiI'SjVSkPZ( OTI ,§ ) + (EP, EP) + (§, OTI), 
(4.1Oc) 

S il' .. 'Slp- (0 O)k 
~,...." , antisymmetrized· 

k copIes 

Clearly all the U(m) and U(n) tableaux with more than m 
and n rows, respectively, vanish. Furthermore, if the number 
f = 2p + e of the superoscillators is less than m or n, then the 
states whose U(m) orU(n) tableaux have morethanfrows 
or f columns, respectively, do not occur in the super Fock 
space. The lowest weight vectors of Sp(2m,R) XSO(2n) 
will be a tensor product of the lowest weight vectors of 
Sp(2m,R) and SO(2n), which were discussed in Secs. III 
and II, respectively. Therefore any state of this tensor prod­
uct form created by the repeated action of S il' on the lowest 
weight state 10) will be a lowest weight state of 
Sp(2m,R) XSO(2n). To identify these states simply one 
needs to tensor the Young tableaux of the lowest weight state 
10) with the antisymmetrized powers of (0,0). Let us now 
illustrate this with examples. Consider the simplest case of 
f = 1 (i.e., p = 0 and e = 1). Then there exist only two low­
est weight states transforming irreducibly under the maxi­
mal compact subsupergroup U(mln), namely, the vacuum 
state 10) and the one particle state;A 10). Consider now the 
unitary representation with lowest weight vector 10). By the 
rules stated above there are only two states that are lowest 
weight vectors of Sp(2m,R) XSO(2n) inside this irrep of 
OSp(2nI2m,R). They are 

10)::::: (1,1), under U(m) XU(n), 

SiI'IO) = cir"IO)::::: (0,0), under U(m) XU(n) . 
All the other states inside the unitary representation of 
OSp (2nI2m,R) correspond to "excitations" ofthese states 
by the action of the operators belongi!lg to the L + 1 space of 
SO(2n) and Sp(2m,R). By the results ofSecs. II and III we 
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TABLE VI. The Sp(2m.R) xSO(2n) content of the unitary irrep ofOSp(2n/2m.R) with lowest weight vector 10) for even n = 2k and! = I. 

Lowest weight 
vector of 
Sp(2m.R) xSO(2n) 

10) 

U(m) labels of the lowest 
weight vector of the 
irrep ofSp(2m.R) 

(O •...• O)yT; Q8 = m/2 

Gelfand-Zetlin and 
Dynkin labels of 
the irrep ofSO(2n) 

q.~.···.PGZ = (0.0.0 •...• 1)0 

S'''IO)::::(O.O) (I.O.···'O)yT; Q8 = ml2 + I 

can read off the Sp (2m,R) X SO (2n) content of these uni­
tary lowest weight representations ofOSp(2nI2m,R). They 
are given in Tables VI and VII for even and odd n, respec­
tively. 

The unitary representation ofOSp(2nI2m,R) with the 
lowest weight vector tA 10) has lowest weight vectors of 
Sp(2m,R)XSO(2n), namely, ci IO)::::(O,I) and 
rP 10):::: (1,0). The corresponding Sp(2m,R) XSO(2n) la­
bels of these lowest weight vectors are given in Tables VIII 
and IX. ThesupermultipletsofOSp(2nI2m,R) for/= 1 are 
the singleton supermultiplets and agree with those obtained 
for OSp (81 4,R) (see Ref. 4) and OSp (2nI2,R) (see Ref. 6). 
The singleton supermultiplets are the shortest supermulti­
plets ofOSp (2nI2m,R) and involve the two spinor represen­
tations ofSO(2n). Note that the two spinor representations 
ofSO(2n) get interchanged in going from the singleton su­
permultiplet with lowest weight vector 10) to that with low­
est weight vector tA 10). 

Let us next consider the unitary lowest weight represen­
tation ofOSp(2nI2m,R) with lowest weight vector 10) and 
/ = 2 (i.e .• p = 1 and t: = 0). In this case, possible lowest 
weight states of Sp(2m,R) xSO(2n) have the 
V(m) xV(n) Young tableaux 

(0,0):::: 10) , 

(0,0) , 

(ITJ ,8) + (8, ITJ), 

([IJJ ,§) , 
(OIIJ, ~ ), 

(I~I'~}'OO~) 
nboxes 

( 4.11) 

In Table X we give the full Sp(2m,R) XSO(2n) content 
of this unitary representation of OSp (2nI2m,R). 

For/= 2, any stateofthe formSASB···S CIO) is a low­
est weight vector ofOSp(2nI2m,R). Such states transform 
irreducibly under the maximal compact subsupergroup 
V(mln). They correspond to the supersymmetric tensor 
representations of V(mln) with supertableaux V0 ... 0. 
In addition, we have the lowest weight vector 

[SA'17B - '17AS B] 10) , (4.12) 

which also transforms in an irreducible representation of 
U (min) with supertableau ~. These lowest weight vectors 
ofOSp(2nI2m,R) can be decomposed into irreducible low­
est weight vectors ofSp(2m,R) xSO(2n) simply by decom­
posing the supertableaux of V ( min) into irreps of its even 
subgroup V(m) xV(n). For example, we have 

V(mln):J U(m) X U(n) , 

0= (0,1) + (1,0) , 

~= (8 ,1) + (0,0) + (1, ITJ), 

I2lZl = ( ITJ,1) + (0,0) + (1. 8 ) , 
V0"'0=(111"'111) 
'--v'-" '-v--' ' 

k k 

+(IT~'II'O)+"'+(O'Y}k-l) + (1,S}k) . 
k 1 8 8 (4.13) 

For k> n those Young tableaux of V (n) on the right-hand 
side containing more than n boxes vanish. For further details 
on the decomposition of supertableaux we refer to Refs. 4 
and 18. In addition to the lowest weight vectors of 
Sp(2m,R) XSO(2n) contained in the lowest weight vector 
of OSp (2nI2m,R), there are others created by the action of 
the odd supersymmetry generators SI' within a unitary rep­
resentation of OSp(2nI2m,R). In Table XI we give the 
Sp(2m,R) XSO(2n) content of the irrep ofOSp(2nI2m,R) 

TABLE VII. Sp(2m.R) xSO(2n) content of the unitary irrep ofOSp(2n/2m.R) with lowest weight vectors 10) for odd n = 2k + land! = I. 

Lowest weight 
vector of 
Sp(2m.R) xSO(2n) 

10) 

S'''IO):::: (0.0) 

U (m) labels of the lowest 
weight vector of the 
irrep ofSp(2m.R) 

(O •...• O)YT; Q8 = ml2 

(I.O •... 'O)yT; Q8 = m/2 + I 
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Gelfand-Zetlin and 
Dynkin labels of 
the irrep ofSO(2n) 

(H···. - !)GZ = (0.0 •...• 1,0)0 

(H···.!.PGZ = (0.0 •...• 0.1)0 
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TABLE VIII. Sp(2m,R) XSO(2n) content of the unitary irrep ofOSp(2n/2m,R) with lowest weight vector tA 10) for even n = 2k and! = 1. 

Lowest weight 
vector of 
Sp(2m,R) XSO(2n) 

ci IO)::::(O,1) 

1"'10):::: (I,D) 

U (m) labels of the lowest 
weight vector of the 
irrep ofSp(2m,R) 

(I,O, ... ,O)YT; QB = m/2 + I 

(O,O,O, ... ,O)YT; QB = m/2 

Gelfand-Zetlin and 
Dynkin labels of 
the irrep ofSO(2n) 

(l,l, .. ·, - Poz = (0,0, ... ,1,0)0 

TABLE IX. Sp(2m,R) XSO(2n) content of the unitary irrep ofOSp(2n/2m,R) with lowest weight vector tA 10)::::0 for odd n = 2k + I and!= 1. 

Lowest weight 
vector of 
Sp(2m,R) XSO(2n) 

ciIO)::::(O,I) 

r"IO):::: (I,D) 

U (m) labels of the lowest 
weight vector of the 
irrep ofSp(2m,R) 

(O,O, ... ,Q)YT; QB = m/2 + I 

Gelfand-Zetlin and 
Dynkin labels of 
the irrep of SO (2n) 

TABLE X. The Sp(2m,R) XSO(2n) decomposition of the unitary representation ofOSp(2n/2m,R) with lowest weight vector 10) and! = 2. 

U(m)xU(n) Young 
tableaux of the 
lowest weight 
vectors of 
Sp(2m,R) XSO(2n) 

(0,0) 

(rr:::::JJ, 
...--..­
kboxes 
{2<k<n} 

~f kboxes) , 

U (m) labels of the lowest 
weight vector of the 
irrep ofSp(2m,R) 

(I,O, ... ,O)YT; QB = m + I 

(k,O, ... ,O)YT; QB = m + k 

Gelfand-Zetlin and 
Dynkin labels of 
the irrep ofSO(2n) 

(1,1, ... ,1 )oz = (0,0, ... ,0,2)0' for even n 
(1,1, ... ,1, - 1)oz = (0,0, ... ,0,2,0)0' for odd n 

(I,I, ... ,I,O)oz = (0,0, ... ,0,1,1)0' for all n 

k zeros ...--
(1,1, ... ,I,O, ... ,O)oz = (0,0, ... ,0,1,0, ... ,0)0 -..--

kzeros 

TABLE XI. The Sp(2m,R) XSO(2n) content of the unitary irrep ofOSp(2n/2m,R) with lowest weight vector (SA",B - ",AS B) 10) and! = 2. 

U(m) Xu(n) Young 
tableaux of the 
lowest weight 
vector of 
Sp(2m,R) XSO(2n) 

U (m) labels of the lowest 
weight vector of the 
irrep ofSp(2m,R) 

(I,I,O, ... ,Q)YT; QB = m + 2 

Gelfand-Zetlin and 
Dynkin labels of 
the irrep ofSO(2n) 

(1,1, ... ,1 )oz = (0,0, ... ,0,2), for even n 
(1,1, ... " - 1)oz = (0,0, ... ,0,2,0)0' for odd n 

(0,0) 

(I,m) 

(2,0 .... ,Q)YT; QB = m + 2 

(k.O.O ..... O)YT; QB = m + k 
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(I,I, ... ,I,O)oz = (0,0, ... ,0,1,1)0' for all n 

(1,1 ..... 1. - 1)oz = (0 .... ,0.2.0)0. for even n 
(I.I .... ,I.1)oz = (0.0 ..... 0.2)0, for odd n 

(1.1 ..... I.O.O)oz = (0.0 .... ,0.1.0,0)0 

k ,--.. 
(1,1 .... ,I.O ..... O)oz = (0 .... ,0.1.0 ..... 0)0 -..--
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with lowest weight vector given in (4.12) whose supertab­
leau is t2j. 

It is interesting to compare the unitary irreps of OSp (8/ 
4,R) whose lowest weight vectors are 10) and 
(SAT]B - T]ASB) 10). As stated above, Sp(4,R) is the cover­
ing group of the anti-de Sitter group in four space-time di­
mensions. Following Ref. 4 we shall label its lowest weight 
irreps by the spin S (SU(2)) and anti-de Sitter energy 
Eo = QB /2 (U ( 1 »). Then the contents of these two irreps of 
OSp(8/4,R) are as follows. 

In) = 10): 

S ~ SO(8) 

° 1 (0,0,0,2)0 

° 2 (0,0,2,0)0 
1 3 (0,0,1,1)0 2 ~ 

2 (0,1,0,0)0 

~ 5 ( 1,0,0,0)0 ~ 

2 3 (0,0,0,0)0 . 

In) = (SAT]B - T]ASB) 10): 

S Eo SO(8) 

° 2 (0,0,0,2)0 

° (0,0,2,0)0 

! 3 (0,0,1,0)0 ~ 

2 (0,1,0,0)0 
3 5 ( 1,0,0,0)0 ~ 2 

2 3 (0,0,0,0)0. 

From the spin and anti-de Sitter energy content of these su­
permultiplets it is clear that they correspond to massless 
N = 8 anti-de Sitter supermultiplets.4 They only differ in the 
SO(8) transformation properties of the S = ° states with a 
given anti-de Sitter energy. Even though they are nonequiva­
lent N = 8 anti-de Sitter supermultiplets, they reduce to the 
same massless N = 8 supermultiplet in the Poincare limit! 
This suggests that corresponding to a given Poincare ex­
tended supergravity theory there may be different, non­
equivalent gauged (anti-de Sitter) supergravity theories. 

Before concluding, let us now summarize the general 
rules for determining the SO(2n) XSp(2m,R) content ofa 
given irreducible unitary lowest weight representation of 
OSp(2n/2m,R). 

( 1) Decompose the lowest weight state In) into irredu­
cible representations of the even subgroup U (m) X U (n) of 
the maximal compact subsupergroup U(m/n). Each one of 
these irreps of U (m) xU (n) is a lowest weight state of an 
irrep ofSO(2n) xSp(2m,R). 
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( 2 ) By acting on these lowest weight states of 
SO(2n) xSp(2m,R) with the odd supersymmetry genera­
tors Sip. z (0,0) repeatedly, one generates all the other low­
est weight states of the irreps of SO(2n) xSp(2m,R) that 
occur in the irrep of OSp (2n/2m,R) defined by In). Since 
{Sip.,Sj"} = 0, the higher powers of Sip. transform in the 
antisymmetrized tensor product of the representation 
(0,0) ofU(m) XU(n). For a given number/= 2p + e of 
oscillators, the possible lowest weight states of SO (2n) and 
Sp(2m,R) were given in Secs. II and III, respectively. Here 
it is important to keep in mind that only some of the states 
created by the repeated action of S ip. will be lowest weight 
states ofSO(2n) X Sp(2m,R). The rest will simply be excita­
tions of these lowest weight states. 

(3) The irreducible unitary lowest weight representa­
tions ofSp(2m,R) are uniquely labeled by the U(m) quan­
tum numbers of their lowest weight vectors. Their SO (2n) 
transformation properties can be read off from the U ( n ) 
transformation properties of the corresponding lowest 
weight vectors ofSO(2n) according to the rules given in Sec. 
II. 
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Explicit expressions are obtained for the action of the infinitesimal operators of some classes of 
representations of the groups U(p + q). SO(p + q). SU(n). Sp(n). SL(n.R). and OL(n.C) in 
the bases that differ from the Oel'fand-Zetlin ones. 

I. INTRODUCTION 

The first expressions for the action of infinitesimal oper­
ators of group representations onto elements of a discrete 
basis were the Oel'fand-Zetlin formulas. I

•
2 The results for 

SU(n) were independently proved in Ref. 3. Apparently. 
they are the most utilizable results of the representation the­
ory in physics. especially in particle physics. nuclear physics. 
and quantum chemistry. Infinitesimal operators of represen­
tations are of great importance for dynamical symmetries. 

Considering physical applications of group representa­
tions. we need various bases (corresponding to different sub­
group reductions) of carrier spaces. In this paper we give 
explicit expressions for infinitesimal operators of some 
classes of representations of the classical Lie groups in the 
bases that differ from the Oel'fand-Zetlin ones. 

The Oel'fand-Zetlin formulas for the infinitesimal op­
erators of representations of the groups U (n) and SOC n) 
correspond to the so-called canonical reductions. 

U(n) ::)U(n - 1)::) ... ::)U(1). 

SO(n) ::)SO(n - 1)::)'" ::)SO(2). 

These reductions are characterized by the unit multiplicity 
for irreducible representations of neighboring subgroups. 
For noncanonical reductions. multiplicities can exceed 1. It 
is well known that to derive explicit formulas in these cases is 
a very complicated task. Noncanonical reductions for cer­
tain classes of representations are also characterized by the 
unit multiplicities. We deal with reductions and representa­
tions of this type. 

II. INFINITESIMAL OPERATORS FOR THE GROUP 
U(p+q) IN A U(p)XU(q) BASIS 

We consider the irreducible representations D(M1.M2) 
of U(p + q) with highest weights (MtiJ,M2). M 1>0>M2• 
where 6 = (0 ..... 0). The reduction of D(M1.M2) onto the 
subgroup U(p) XU(q) decomposes into a sum of the irredu­
cible representations Dp (m l .m2) ®Dq (m; ,mi) of 
U (p) xU (q) with highest weights (m 1 ,6,m2 )( m; ,6,mi ), 
m l >0>m2, m; >O>mi, for which4 

m l +m2+m; +mi =MI +M2, 

m l - m2 + m; m2,M1 -M2• 

Each of these representations occurs in the decomposition 
with the unit multiplicity. The set of elements of the 
Oel'fand-Zetlin bases of all representations Dp (m l ,m2) 

® D q (mi ,m2 ) forms an orthonormal basis for the represen­
tation D(M"M2 ). The basis elements are denoted by 
1m i,m2,m; ,mi ;a,{J ), where a and {J are the Oel'fand-ZetIin 
patterns for the representations Dp (m l ,m2 ) and 
Dq (m; ,mi ), respectively, without the first line. 

The infinitesimal operators Ep,p+) and Ep+ l,p of the 
representation D(M1,M2) are defined by Eqs. (9) and (10) 
of Ref. 5. ThecoefficientsK::: andK:::(a,{J) oftheseequa­
tions are expressed by means of Clebsch-Gordan coeffi­
cients (COC's) of the tensor products Dp (m l ,m2 ) 

Ell Dp (1,0), Dp (m),m2) ® Dp (0, - I) of the representations 
ofU(p) and of similar tensor products for the group U(q) 
(see Sec. I in Ref. 5). 

Using in K::: and K::: (a,{J) the expressions for COC's 
from Ref. 3, after some simplifications we obtain that 

XKp(ml,m2,nl,n2)Kq(mj -l,mi,nj,ni>Im l + l,m2,mi l,mi;a,{J) 

2377 

+ [(M) - m l m; )(M2 - m l - m; - p - q + I)] 1/2Kp(ml,m2,n),n2) 

XK;(m;,m2 -l,ni,n2>Im l + l,m2,m;,mi - l;a,{J) 

+ [(M) - m l m; + 1)(M2 - m l - m; - p - q + 2)] 1/2K;(ml,m2.nl>n2) 

XKq(m; -1,m2,n;,ni)Im l ,m2+ I,m; -l,mi;a,{J) 

+ [(M1 - m 2 - m; + p - 1)(M2 - m2 - m; - q) f/2K; (m 1,m2,n l,n2) 

XK;(m;,mi -1,nj,ni)lm l ,m2 + I,m;,mi - l;a.{J), 

J. Math. Phys. 29 (11). November 1988 0022-2488/88/112377-07$02.50 @ 1988 American Institute of Physics 

(1) 

2377 



                                                                                                                                    

Ep+ \,plml>m2,m;,mi;a,p) = - [(M1 - m2 - m; + p + 1)(M2 - m2 - m; _q)] 1/2 

XKp(m l -1,m2,nl,n2)Kq(mi,mi,n;,ni)lml 1,m2,m; + I,mi;a,p) 

XKq (m; ,mi ,n; ,ni) Im l ,m2 - I,m; + l,mi ;a,p) 

(2) 

where n 1 and n2 are defined by the first line (n I ,O,n2) ofthe pattern a, a highest weight of a representation ofU (n - 1), n I and 
n2 are defined by the first line of the pattern P, and 

(3) 

(4) 

As in the case of Gel'fand-Zetlin formulas, the expressions for the infinitesimal operators Err, E tr , r<p < t, are obtained by 
making commutation of Ep,p+ I andEp+ I,p with the infinitesimal operators for the subgroups U(p) and U(q). They also can 
be obtained6 with the help of CGC's of Ref, 3. 

The expressions (3) and (4) define infinitesimal operators of the representations 17"(..1 1'..12) of the group U (p,q) in Ref. 4. 

III. INFINITESIMAL OPERATORS FOR THE GROUP SO(p+q) IN AN SO(p)XSO(q) BASIS 
We consider the irreducible representations D(M) ofSO(p + q) with highest weights (M,O), M>O. The reduction of 

D(M) onto the subgroup SO(p) XSO(q) decomposes into a sum of the irreducible representations ofSO(p) XSO(q) with 
highest weights (m,O) (m',O), m>O, m'>O, for which m + m' and Mare ofthe same evenness and 

m + m'<M, if p>q>2, m + m'<M, m - m'<M, if p>q = 2. 

The decomposition is free of multiplicities. A basis of the carrier space of D(M) consists of the Gelfand-Zetlin bases of the 
representationsDp (m) ®Dq(m'). As in the case ofU(p + q), the basis elements are denoted by Im,m';a,p). 

The infinitesimal operators Jp,p + I = Ep.p+ I - Ep+ I.p oftherepresentationD(M) are defined by Eq. (8.19) of Ref. 7. As 
in the case ofU(p + q), the coefficients K::: and K::: (a,/.1) of this equation are expressed by means ofCGC's of the tensor 
products Dp(m) ®Dp( 1) and Dq(m') ®Dq(l). We find these CGC's from Eqs. (4.24)-(4.27) of Ref. 7: 

(
m llm+ 1)= [(m+n+ p -2)(m-n+ 1)]112, (m Ilm-1)= [(m+n+ p -3)(m+n) ]112. 
nOn (m + 1)(2m + p - 2) nOn (m + n - 3)(2m + p - 2) 

Using these expressions and formulas for dimensions of representations ofSO(n), we obtain, for p>q > 2, 

Jp,p+ llm,m';a,p) 

= [(M - m - m')(M + m + m' + p + q- 2) 1112Kp(m,n)Kq(m',n') 1m + I,m' + l;a,p) 

+ [(M - m+ m' +q - 2)(M + m - m' +p)]1/2Kp(m,n)Kq(m' - 1,n')lm + I,m' - I;a,p) 

- [(M - m + m' + q)(M + m m' +p - 2)1 1/2Kp(m -1,n)Kq (m',n')lm I,m' + l;a,p) 

- [(M - m - m' + 2)(M + m + m' + p + q - 4)]1/2Kp(m - l,n)Kq(m' - l,n')lm - I,m' - I;a,p), (5) 

where nand n' are defined by the first lines (n,O) and (n',O) of the patterns a andp, and 

K.( ) _[(r+t+s-2)(r-t+l)]112 
s r,t - . 

(2r + s - 2)(2r + s) 
(6) 
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If p > q = 2, we have I m,m';a), m ;>0, - 00 < m' < 00, instead of I m,m' ;a,/3) and Jp.P + 1 has the form 

Jp.p+ 1 Im,m';a) = [(M - m - m')(M + m + m' +p)] 1I
2Kp(m,n) 1m + I,m' + l;a) 

+ [(M - m + m')(M + m - m' + p)]1/2Kp(m,n)lm + I,m' - l;a) 

- [(M - m + m' + 2)(M + m - m' + p - 2)]1/2Kp(m - l,n)Im - I,m' + I;a) 

- [(M - m - m' + 2) (M + m + m' + p - 2) ] I12Kp (m - I,n) 1m - I,m' - l;a), (7) 

where Kp (m,n) is given by Eq. (6). 
The expressions for the infinitesimal operators Jst = Est - E ts ' s<,p < t, are obtained by making commutation of Jp,p + 1 

with the infinitesimal operators for the subgroups SO(p) and SO(q). 
By means of Eq. (6) we can obtain infinitesimal operators of the representations 11" A • AEC, of the most degenerate series of 

SO(p,q) (see Sec. 5 of Chap. 8 in Ref. 7). 

IV. INFINITESIMAL OPERATORS FOR THE GROUP 
SU(n) IN AN SO(n) BASIS 

of SO (n) and the subspace t,l consists of the linear combina­
tions of the matrices 

(8a) 

( 
_ 2 )112( 1 n ) 

Jkk = ( 1) Ekk - - L Ejj , 
n n - n j= I 

k = 1,2, ... ,n. 

(8b) 

We consider the irreducible representations D(M,O) of 
SU(n) with highest weights (M,O). The reduction of 
D(M,O) onto the subgroup SO (n) decomposes into a sum of 
the irreducible representations D( m) ofSO( n) with highest 
weights (m,O), for which m and M are of the same evenness 
and O<m<M. Multiplicities equal 1. The basis of a carrier 
space of D(M,O) consists of the Gel'fand-Zetlin bases of the 
representations D(m). The basis elements are denoted by 
I m,a), where a is a Gel'fand-Zetlin pattern for D( m) with­
out the highest weight (m,O). 

The Lie algebra su (n) of SU (n) decomposes into the 
direct sum su(n) = so(n) + t,l, where so(n) is a Lie algebra 

The operators ad X: (ad X) Y = [X, Y], XESO (n), realize on 
t,l the irreducible representation8

•
9 of so(n) with highest 

weight (2,0). The matrices (8a) and (8b) form the 
Gel'fand-Zetlin basis for this representation. We have the 
following one-to-one correspondence: 

2 0 •..•.•......• ·0 

2 o .......... 0 

O' ••••• 0 
(9) . . . . . . . . 

o 
where the first n - j + 1 rows coincide with (2,0) and the following i rows coincide with (1,0). 

The infinitesimal operators JSj of the representation D(M,O) ofU(n) have the form8
•
9 

Jsjlm,a) = (n - 1)1I2{[ (M _ m + 2)(M + m + n _ 2)]1/2[ . dim D(m) ]J/2L (m 21 m - 2)(m 
2n dIm D(m - 2) a' 0 0 0 a 

2 1m -2) 
(lsj) a' 

Xlm - 2,a') _ [(M _ m)(M + m + n)JI/2[ .dimD(m) ]112 L (m 21 m + 2) 
dIm D( m + 2) a' 0 0 0 

( m 2 Im+2) ,r---.( n) (m 2Im)(m 21m) , J X a (JSj) a' Im+2,a) -"II -I M+2 ~ 0 0 0 a (JSj) a' Im,a) , (10) 

where (lSj) denote the Gel'fand-Zetlin pattern (9) with j - i = s. If s = j = n, the summation over a' reduces to one 

summand a' = a and the CGC (: <:'j) Im;'=2) can be written as (; ~(:2), where k is defined by the first row (k,O) of the 
pattern a. A product ofCGC's ofEq. (10) can be written down in the form 

( m 21 m + 2)(m 21 m ± 2). r 2 2 o 0 0 k 0 k =dlmD(m±2)Jsn_/~(t)t::o(t)t;:om± (t)dt, (11) 
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whereS n 
- I is the sphere SO(n)/SO(n - 1) and t ~(S) are associated spherical functions of the representationD(m) of the 

group SO(n) (see Sec. 9.4 of Ref. 10). We representt ~;;'(S) as a productt Z';;(gn (O»)t (30 1
.\ 1/), where t (30 I.k( 1/),1/ES" - 2, is 

an associated sphericalfunction of the representation Dn _ I (k) ofSO(n - 1). The invariant measure dS in (11) has the form 

dS= r(n/2) sinn- 20dOd1/ 
[iir(n - 1)/2) 

(see Sec. 9.1 in Ref. 10). Therefore, making use of the orthogonality relation for t (30 I.k( 1/) in (11), we have 

(
m 2Im±2)(m 2Im±2)= r(n!2)dimD(m±2) I±, (12) 
00 0 k 0 k [iir(n-l)/2)dimDn_ l (k) 

where 

(13) 

The functions t Z';;(gn (0») are expressed by means of Gegenbauer polynomials C~ -t:S - 2)I2(COS 0) (see Sec. 9.4 in Ref. 10), 
and 

t~(gn(O»)= [nl(n-l)](cos20-lIn). 

According to this formula one has 

1+ = Af~ I C~~\ (t)C~+_ \+ 2 (t)(t2 - 1I(2p + 2»)(1 - t 2)p+ k- 112 dt, 

wherep = (n - 2)/2 and 

A = 22k + I [r(p + k) ]2 (p + 1)(2p - 1)!m!(m - k)!(2p + k - 2)!(2p + 2k - 1) 
r (p) (2p + 1)( 2p + m - I)! (2p + m + k - 1)!k! 

[ 
(m+l)(m+2)(m-k+l)(m-k+2) ]112 

X (2p + m + k)(2p + m + k + 1)(2p + m)(2p + m + 1) . 

Because of the orthogonality relation for Gegenbauer polynomials we obtain 

1+ = A f~ I [tC ~ ~\ (1)) [tC ~+_\ + 2 (t) ] (1 - t 2)p + k - 112 dt. 

For the product tC~~\ (1) we make use of the recurrence relation 

tCP+ k (t) = m - k + 1 CP+ k (1) + 2p + m + k - 1 CP+ k (t). 
m-k 2(p+m) m-k+1 2(p+m) m-k-I 

The same relation is used for the product tC ~ +_ \ + 2 (t). Taking into account again the orthogonality relation for Gegenbauer 
polynomials we have 

1+ = [ii(p+ 1)r(p+ 1I2)m!(2p+k-2)!(2p+2k-l) 

2(2p + 1)r(p)k!(2p + m - 1)!(p + m)(p + m + l)(p + m + 2) 

X [(m + l)(m + 2)(m - k + l)(m - k + 2)(2p + m + k)(2p + m + k + 1)]112. 

(2p+m)(2p+m+ 1) 

Thus 

(~ ~lm;2)(; ~lm;2) 
(p + 1) [ (2p + m)( 2p + m + 1)( 2p + m + k)( 2p + m + k + 1)( m - k + 1)( m - k + 2) ] 1/2 

2 (2p + l)(p + m)(p + m + 1)[ (m + 1)( m + 2) ] 1/2 

In the same way we obtain that 

(
mo 021 m 0- 2)(mk 02 1 m k- 2) = (p + 1)[ m (m - 1)( m - k)( m - k - 1)( 2p + m + k - 1)( 2p + m + k - 2)] 1/2 

2(2p+ l)(p+m)(p+m-l)[(2p+m-l)(2p+m-2)]1/2 

(
m 2Im)(m 21m) = p(m - k)(2p+ m + k) - k(p + k -1) 
o 0 0 k 0 k 2(2p + l)(p + m - l)(p + m + 1) 
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Now it follows from Eq. (10) that 

J
nn 

Im;a) = -..r=T (M +~) (n - 2)(m - k)(m + k + n - 2) - k(2k + n - 4) Im,a) 
2 [2n(n - 1)] 1/2(2m + n) (2m + n - 4) 

+ [(M - m + 2) (M + m + n - 2)] 1/2 

X [n (m - k)( m - k - 1)( m + k + n - 3)( m + k + n - 4) ] 112 1m _ 2,a) _ [(M _ m)(M + m + n) ]1/2 
[2(n - 1)(2m + n - 2)(2m + n - 6)]1/2(2m + n - 4) 

X [n(m+k+ l)(m+k+n-l)(m+k+n-2)(m-k+2)]1/2
Im

+ 2,a). 
[2(n - 1 )(2m + n + 2)(2m + n - 2) ]112(2m + n) 

(14) 

The rest of the infinitesimal operators (8a) and (8b) are obtained by making commutation of Jnn with the infinitesimal 
operators of representations of SO (n). 

V. INFINITESIMAL OPERATORS FOR THE GROUPS SL(n,R) IN AN SO(n) BASIS 
The results of Sec. IV allow us to obtain the expressions for infinitesimal operators of the representations 1T: and 1T;; of 

the most degenerate series8
,9 of SL(n,R). The reduction of 1T! onto the subgroup SO(n) decomposes into a sum of the 

irreducible representations D( m), for which m are even for 1T ,t and odd for 1T;; . For the group SL (n,R) we have the matrices 

.. (2 ) 112 ( 1 n ) Iij = Eij + Eji' 1< j, Ikk = Ekk - - r Ejj , k = 1,2, ... ,n , 
n(n-l) nj=1 

instead of the matrices (8a) and (8b). They form the Gel'fand-Zetlin basis for the irreducible representation D( 2) ofSO( n). 
Utilizing the results of Refs. 8 and 9, and of Sec. IV, we obtain 

±(I)I )=( _~)(n-2)(m-k)(m+k+n-2)-k(2k+n-4) I ) 
1Tu nn m,a u 2 [2n(n-l)]I12(2m+n)(2m+n-4) m,a 

[n(m-k+l)(m-k+2)(m+k+n-l)(m+k+n-2)P/2
1 

2) 
+(u+m) m+ a 

[2(n - 1)(2m + n + 2)(2m + n - 2) p/2(2m + n) , 

( 2) [n(m-k)(m-k-l)(m+k+n-3)(m+k+n-4)]I121 2) 
+ u-m-n+ m- ,a. 

[2(n - 1)(2m + n - 2)(2m + n - 6)]1/2(2m + n - 4) 

By making commutation of 1T! (Inn) with infinitesimal operators for the subgroup SO(n), we derive the other infinitesimal 
operators of the representations 1T! . 

VI. INFINITESIMAL OPERATORS FOR THE GROUP Sp(n) IN A U(n) BASIS 
We consider the irreducible representation d(M) ofSp(n) with highest weights (M,(», M;;;.O. The reduction of d(M) 

onto the subgroup U(n) decomposes into a sum of the irreducible representations D(m l ,m2) ofU(n) with highest weights 
(m l ,Q,m2), for which m l - m2 and Mare of the same evenness and m l - m2<M. Multiplicities equal one. The Gel'fand­
Zetlin bases ofthe representations D(m l ,m2 ) constitute the orthonormal basis for d(M). The basis elements are denoted by 
Im l ,m2;a), where a are the Gel'fand-Zetlin patterns for the representation D(m l ,m2) without the first row. 

The Lie algebra sp(n) of Sp(n) is represented as the sum u(n) + l', where u(n) is the Lie algebra of U(n). The 
complexification l'c of l' forms a carrier space for a sum of two irreducible representations II D(2,0) and D(O, - 2) ofu(n) 
with respect to the action ad X,xEu(n). We take the matrices 

J + = ;(Enn - E2n,2n) - (En.2n + E2n,n ), J _ = ;(Enn - E2n,2n) + (En,2n + E2n,n ) 

from l'c' They are invariant with respect to the operators ad X, XEu(n - 1). The matrices J + and J _ belong to the carrier 
spaces of D(2,0) and D(O, - 2), respectively. 

The infinitesimal operators J + and J _ of the representation d (M) are defined by Eqs. (29) and (30) of Ref. 11. The 
coefficients of these equations are expressed by means of CGC's of the tensor products D(m l ,m2) ®D(2,0) and 
D(m\>m2) ® D(O, - 2). Utilizing the expressions for these CGC's from Ref. 12, after some simplifications, we obtain 
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J 1 
. ) - [( m 1 - n 1 + 1)( m I - n 1 + 2)( m I - n2 + n - 1)( m I - n2 + n) ] 1/2 

+ m l ,m2,a - liZ 
(m l - m2 + n) [(m l - m2 + n + 1) (m l - m2 + n - 1)] 

X [(M - m l + m2)(M + ml - m2 + 2n)]l/2Iml + 2,m2;a) 

[(n l - m2 + n - 3)(n l - m2 + n 2)(n2 - m2 -1)(n2 - m2)]1f2 

(ml-m2+n-2)[(ml-m2+n-3)(ml-m2+n-l)]I/Z 

X [(M + m l - m2 + 2n - 2)(M - m l + m2 + 2)]1/2Iml,m2 + 2;a) 

+
2[(ml-nl+l)(ml-n2+n-l)(nl-m2+n-2)(n2-mz)]1/2(M )1 1 1') 

+ n m 1 + ,m2 + ,a, 
(m l - m2 + n)(m l - m2 + n - 2) 

J I 
.)_ [(ml-n2+n-3)(ml-n2+n 2)(m l nl -l)(m l -n l )]1/2 

- m l ,m2,a - - 1/2 
(m l - m2 + n - 2)[(m l - m2 + n -1)(ml - m2 + n - 3)] 

X [(M + m l - mz + 2n - 2) (M - m l + m2 + 2)] 1/21ml - 2,m2;a) 

[(nz - m2 + 1)(n2 - m2 + 2)(n l - m2 + n -1)(nl - m2 + n)]1/2 

(m l -m2+n)[(ml -m2+n+ 1)(ml -m2+ n - 1)]I/2 

X [(M - m l + m2)(M + m l - m2 + 2n)] 1/2 Im\,m2 - 2;a) 

(15) 

2[(n2-m2+1)(nl-m2+n-1)(ml-n2+n-2)(ml-nl)]1/2(M )1 -1 -1') + n m l ,m2 ,a. 
(m\ - m2 + n)(m l - m2 + n - 2) 

(16) 

The other infinitesimal operators of the representation d(M) can be obtained by making commutation of J + and J _ with 
infinitesimal operators for the subgroup U (n). 

Equations (15) and (16) define the infinitesimal operators of the most degenerate series representations of the group 
Sp(n,R) in a U(n) basis. II 

VII. INFINITESIMAL OPERATORS FOR THE GROUP GL(n.C) IN A U(n) BASIS 
We consider the representations ~q, GEC, qE{O, ± 1, ± 2, .. .}, ofGL(n,C) introduced in Ref. 13. The reduction of ~q 

onto the subgroup U (n) decomposes into a sum ofthe irreducible representations D( m 1 ,m2 ) with highest weights (m 1 ,6,m2), 
for which m l + m2 = q. The elements of the Gel'fand-Zetlin bases for the representations D(ml,m2) are denoted by 
Im l ,m2;a). 

The infinitesimal operators of the representation ~q are defined by Eq. (25) of Ref. 13. The coefficients of this equation 
are expressed by means of CGC's 

D(l, - l) ID(m; ,m~ »)(D(ml,m2) 
o 0 D'(k i ,k2 ) 

D(1, - 1) I DCm; ,m~ ») 
o D'(k l,k2)' 

(17) 

where D'(kl,k2) is an irreducible representation of the subgroup U(n - l) with highest weight (k l,6,k2), kl~O~k2' and 
(m. ,m~) takes the values (m l + l,m2 - 1), (ml - l,m2 + 1), (m l,m2). The coefficients (17) are evaluated in the same 
manner as in the case of the representations ofU(n) in an SO(n) basis. 

Utilizing the expression (54) of Ref. 14 for the coefficient C 17), we obtain the formula analogous to Eq. (12), 

K=2(n-l) I' 2 tn.m,.m'{g (O»)tn.I.-I(g (0»)tll.m,.m2{g (0»)sin2n-30cosOdO. dim D(m' m' )LTr12 
, , 

dim D '(kl,k
z
) 0 (k,.k,)O II 00 II (k).k2)O II 

(18) 

The matrix elements t 7k7,k0b(gn (0») are defined by Eq. (48) of Ref. 14 under appropriate meaning of highest weights. After 
laborious evaluations we find that this matrix element is expressed by means of the hypergeometric function 2FI, which, in 
turn, is expressed through the Jacobi polynomial P ~ a.m (x). One has 

2382 

tll.m,.m'(g (0»)=(-1)k'[(n-2)(k -k +n-2) (m i -kl )!m l!(k l +n-3)! 
(k,.k,)O II 1 2 (k )I( k 2)1 

2 - m2 • m l - 2 + n - . 

X (- k2 + n - 3)!(kl - mz + n - 2)1( - m2 )! ]112 (tan 0) -k,-k,(COS 0) -m,-m, 
( - m2 + n - 2)!(m l + n - 2)!k l!( - k 2 )! 

X (sin 0)2k,p;:,,~~,+ II 2.k, + k,- m, - m,)(cos 20). 
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It follows from here that 

t;j},-I(gnU}») = 1- [n/(n-l)]sin2 0. 

The integration in Eq. (18) is fulfilled in the same manner as in Eq. (13). We apply to the Jacobi polynomial ofEq. (19) 
the recurrence relation 

(1 - x)p',:,Pl(x) = [2/(2m + a + {J + 1)][ (m + a)p',:-I,P)(x) - (m + I)P ',:~II,P)(X)], 

and then the recurrence relation 

P',: - I,P) (x) = [1!(2m + a + {J)] [(m + a + {J)P',:'P) (x) - (m + {J)p<".a-!!.)I (x)]. 

Further, we use the orthogonality relation for Jacobi polynomials. After some simplifications we obtain that for (m; ,mi) 
= (ml + I,m2 - 1), 

K = n [ (m I - k2 + n - 1)( k I - m2 + n - 1)( m I + n - 1)( - m 2 + n - 1)( k2 - m 2 + 1)( m I - k I + I)] 1/2 

(n - l)(m l - m 2 + n - 1 )(m l - m2 + n) [(m l + 1)( - m2 + I)] 1/2 ' 

for(m; ,mi ) = (m l - l,m2 + 1), 

K = n[ (k l - m 2 + n - 2)(m l - k2 + n - 2)(m l - k l )(k2 - m 2)m l ( - m2)] 1/2 

(n - 1 )(m l - m 2 + n - 2)(m l - m2 + n - 1) [(m l + n - 2)( - m 2 + n - 2)] 1/2 ' 

and for (m; ,mi) = (m l ,m2), 

n(k l - m2 + n - 1) (m l - kl + 1) K = 1 - --'--'---=--'----'--'---'---'--'---'---
(n - l)(m l - m2 + n - I)(m l - m 2 + n) (n -1)(ml - m 2 + n - 2)(m l - m2 + n-1) 

Now, according to Eq. (25) of Ref. 13 one has 

n 
X-- (C7 - m l + m2 - 2n + 2) Iml - l,m2 + I;a) 
n-I 

n [ (m I - k2 + n - 1)( k I - m2 + n - 1)( m I - k I + 1)( k2 - m 2 + 1)] 1/2 

+ 1/2 [ (m I - m 2 + n - 1)( m I - m 2 + n + 1)] (m I - m 2 + n)( n - 1) 

X ( + ) I + 1 1· ) + [1 n (k I - m2 + n - 1)( m I - k I + 1) C7 m I - m 2 m I ,m2 - ,a - ----'-...!...---=----.:.....:.--'----'--'---'"--
(n - 1)( m I - m 2 + n - 1)( m I - m 2 + n) 

n(m l - k2 + n - 2) (k l - m 2 + n - 2) ] ( ) I . ) - C7 - n m l ,m2,a. 
(n - l)(m l - m 2 + n - 2)(m l - m2 + n - 1) 

(20) 

The other infinitesimal operators can be found by making commutation of 1f'Q (Enn ) with infinitesimal operators ofthe 
representations of U (n). 
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Some isoscalar factors for SON ::>SON_1 and state expansion coefficients for 
SON ::>SON_1 in terms of SUN ::>SUN_1 ::>SON_1 

Feng Pan 
Department of Physics. Liaoning Normal University. Dalian. People's Republic of China 

Yu-Fang Cao 
Department of Physics. East China Normal University. Shanghai. People's Republic of China 

(Received 28 January 1988; accepted for publication 20 July 1988) 

General analytical expressions of state expansion coefficients for SON ::J SON _ I in terms of 
SU N ::J SU N _ I ::J SON _ I are derived. Analytical expressions of isoscalar factors for 
SON::JSON_ I for coupling (W IW 2 )X(W30) to (w;w~) for the SON (N)4) irrepand 
(V IV2 ) X (v30) to (v; v~) for the SON_ I irrep with WI + w2 + W3 = w; + wi and 
VI + V2 + V3 = v; + v~ are obtained by using these coefficients and isoscalar factors for 
SU N ::J SU N _ I . 

I. INTRODUCTION 

Isoscalar factors for SON ::J SON _ I are very useful in 
many physical problems, for example, in IBM-2, isoscalar 
factors for coupling (W IW2) X (w30) to (w; w~) for S06 ir­
reps in the chain of S06::J SOs are important in deriving 
wave functions and calculating electromagnetic transition 
rates and nucleon-transfer intensities in the S06 limit case. I 

Some isoscalar factors for low N, especially for 
S04::JS03 and S03::JS02 [which are simply Clebsch-Gor­
dan (CG) coefficients] have been given by many authors. 2.3 
Isoscalar factors for SON::J SON _ I for coupling II X 12 to 
(L 1L2) with all three irreps symmetric (i.e., with L2 = 0) 
were considered by Gavrilik4 and Kildyushov and Kuznet­
sov,s but only Norvaisas and Alisauskas observed that such 
isoscalar factors are the analytical continuation of semi­
stretched isoscalar factors of Sp4::J SU 2 X SU2 of the second 
kind, introduced by Alisauskas and J ucys. 6 The substitution 
group technique of Sp4 (SOs) 7 allowed them to derive ex­
pressions for isoscalar factors of SON ::JSON _ 1 for the cou­
pling II X 12 to (L IL 2 ) with its resulting subgroup irrep 
(L ; L ~ ).8-10 But these results are very complicated, espe­
cially for L2 and L 2 #0. These isoscalar factors are ex­
pressed by the sums over a series ofSU 2 6j and 9j coefficients, 
and can only be simplified in a few special cases. 10 However, 
the polynomial-type expressions (with as few summation 
signs as possible) are useful in several aspects (cf. Ref. 11); 
most notably, by their use one can obtain exact values of the 
quantities that they represent in a much shorter computing 
time when compared with the time spent by the standard 
crude expressions. 

In Ref. 12, in order to calculate the reduced matrix ele­
ments under the S06::J SOs group chain, the basis vectors for 
S06::JSOS symmetric irreps are expanded in terms of 
SU 5::J S05 basis vectors; this method can easily be extended 
to the general SON ::J SO N _ I case. This method along with 
the isoscalar factors for SUN::J SU N _ I given by Ref. 13 
make it possible to derive the analytical expressions of iso­
scalar factors for SON ::J SO N _ I for the coupling 
(W I W2 ) X (w30) to (w; w~) for SON irrep and (V I V2 ) X (v30) 

to (v; v~) for SON _ I irrep with WI + W 2 + W3 = w; + w~ 
and VI + V2 + V3 = v; + v~. The results are simple and will 
be expressed in the polynomial-type forms. 

II. EXPANSION COEFFICIENTS 

First, we use boson creation (annihilation) operators 
111-+ ,ill- [ = (- )/+11-1_11- ],11 = -I, -I + 1, ... ,I,ands+,sto 
construct SU 21 + 2 generators, they are 

(/ + I)~k), k = 1,2, ... ,2/, q = - k, - k + 1, ... ,k, 

(l+s)~/),(s+l)~/), q= -1,-1+ 1, ... ,1. 

Obviously, SU2/ + 2 has the following decompositions: 

/SU2I + I __ 

SU2I + 2 ~~ SO -' S02l+ I' 
........ 2/+2/ 

then we introduce the SU ( 1,1) group generators 

S+ = 1+·1 + /2 - s+s+ /2, 

S_ = 1·1/2 - ss/2, 

So =.l L (/;:; 'm + Iml;:;) +.l (s+s + ss+), 
4 m 4 

which satisfy the following commutation relations: 

(2.1 ) 

(2.2) 

(2.3 ) 

Let the basis vectors of SU2/ + 2 ::JS02/ + 2 ::JS02l + I be 
INwvO), where 0 stands for other quantum numbers; the 
matrix element of S +S _ under this group chain is 

(S+S_) = So(So - 1) - S(S - 1). (2.5) 

The relations between So,S and N,w are 

So=N12+ (/+ 1)12, S=w/2+ (/+ 1)12; (2.6) 

then (2.5) can be rewritten as 
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(2.7) 

In addition, let the basis 
::>SU2I + I ::> S02l+ I be INnvO). 
S +S _ under this group chain is 

vectors of SU 21 + 2 

The matrix element of 

(NnvOIS+S_IN'n'v'O') 

= 8NN.8vv.8on. [(!(n - v) (n + v + 2/- 1) 

+ !(N - n)(N - n - 1»)8nn. 

-H(n+v+2/-1) 

X (n - v)(N - n + 2)(N - n + 1) ]1/28n'n_2 

- H (n + v + 21 + 1)( n - v + 2)(N - n) 

X (N - n - 1)] 1/28n'n+2]' (2.8) 

Third, INwvO) can be expanded in terms of INnvO) as 

INwvO) = I B~(N) INnvO), (2.9) 
n 

whereN = 21 + 2. Acting with S+S_ on (2.9) and using the 
results of (2.7) and (2.8) (let N = w), we have 

B ~(N) [ (n - v)( n + v + N - 3) + (w - n)( w - n - 1) ] 

= B ~~ 2 (N)[ (n + v + N - 3) 

X (n - v)(w - n + 2)(w - n + 1)] 1/2 

+ B ~vH(N) [(n - v + 2) (n + v + N - 1) 

x(w-n)(w-n-1)r 12• (2.10) 

By using (2.10), B ~(N) can be expressed as 

B ~('N) = B :;'('N) 

[ 
(v + N - 3)!!w! ]112 

X (w _ n)!(n + v + N - 3)!!(n - v)!! ' 
(2.11 ) 

(W30)/ (W;W;)] 
(v30) I(v;v;) 

and using the relation 

(w - v)!(n - v + I)!! 
~ (w-n)!(n+v+N-3)!!(n-v+ 1)! 

(2w+N - 4)!! 
(w + v + N - 3)!' 

we have 

wv [(W-V)!(W+V+N-3)! ]112 
BO(N) = , 

(v + N - 3)!!(2w + N - 4)!!w! 

(2.12) 

(2.13 ) 

with the sum over n in Eq. (2.12) going over even or odd 
values depending on whether v is even or odd. The term 
B ~N) is also valid when N is an odd integer, which will be 
proved in Sec. IV. 

III. GENERAL METHODS OF EVALUATION 

For the tow-rowed irrep of SUN' we can also write the 
relation between the group chains SUN::> SO N ::> SON _ I and 
SUN::>SUN_ I ::>SON_I similar to Eq. (2.9), 

= I B ~~':')~~M')I [NINz] (n ln2)k(vIV2)O), (3.1) 
",n2 

k 

where B (N,N,)(v,v,) is the expansion coefficients and k is the (n,n,)k(N) , 
multiplicity label, because SU N _ I ::> SON _ I is not fully re­
ducible for tow-rowed irreps. 

Next, coupling tow states given by Eq. (3.1), with one of 
them symmetric, and using the Racah factorization 
Lemma, 14 we have 

= '" B (w,wi)(v,vi) [ SUN 
~ (n,ni)k(N) SU 

ninik N-l 

(w30) \ (W;W;)] [SUN_I \ (n l n2 ) 

(n 30) (n; n;) SON_ I (vlvz)k 
(n 30) / (n; n;) ] 
(v30) Ik(v;v;) , 

(3.2) 

where 

(w30) \ (W;W;)] 
(V30) I(v;v;) , 

etc., are isoscalar factors for G::>g, 1 is the multiplicity label for SON _ I' and 

'" B (w,w;)(v,vi) [SUN I (w;O) 
~ (n,ni)k(N) SU (n 0) 

v,n,n2 k N - t 1 

v2 n]ni 

(w; 0) I (W; W; ) ] 

(nzO) (n; n; ) 

(nzO) \ (n;n;)] [SON \(WIO) 
(VzO) k(v; V;) SON_I (VIO) 

In comparing with the condition 

we obtain 
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(WiO)1 (WiW~)] [SUN_I I(nlo) 
(n20) (ni n~) SON_ I (vIO) 

(W~O)I (WiW~)]BW;V' BW2V, 
(v

2
0) (vi v~) n,(N) n,(N)' 

(n20 ) I (ni n~ ) ] 
(V20 ) k(viv~) 

(3.5 ) 

By using the state expansion coefficients given by Eqs. (2.11) and (2.13) together with Eq. (3.2) and isoscalar factors for 
SUN ::JSU N- I' someisoscalarfactors for SON ::JSON _ I can be derived and the state expansion coefficients given by Eq. (3.5) 
can ~lso be obtained for some special cases. Some results and a detailed evaluation will be given in the next section. 

IV. THE METHOD EXEMPLIFIED 

For the symmetric irrep of SUN' (W; W~) = (WI + w20), the coefficient B ~~NTW')v is known, 

[
SUN I (wIO) 

SUN_I (wIO) 
(W20) I (WI + W20)] = 1, 
(w20) (WI + w20) 

and inserting them in Eq. (3.2), we get 

(W20) I (WI + W20)] 
(v20) (vO) 

= ( _ )b [(WI + W2 + V + n - 3)!(w l + W2 - v)!(2wI + n - 4)!!(2w2 + n - 4)!h,I.lW2!V!(2vI + n - 3)(2v2 + n - 3) 

r- 4 (n - 5)!!(v + n - 4)!(w l + W2)!(VI + V2 + V + n - 3)!!(v - VI + V2)!!(VI - v2 + v)!!(v I + V2 - v)!! 

X (VI + V2 + V + 2n - 8)!!(v - VI + v2 + n - 5)!!(vI - v2 + V + n - 5)!!(vI + v2 - V + n - 5)!!]1I2 , (4.1) 

(2w I + 2W2 + n - 4)!!(w l - VI )!(W2 - V2)!(WI + VI + n - 3)!(w2 + V2 + n - 3)! 

where 

b 
__ {!(V - VI - v2), for n = 4, 

0, for n>4. 
(4.2) 

This formula is valid for n>4 and the isoscalar factor for SUn _ I ::JSOn _ I (see Ref. 15) has been used in deriving Eq. (4.1). 
By using the special isoscalar factor for SUN _ I ::J SON _ I , 

an important relation between the isoscalar factors for SON ::J SON _ I and SUN ::J SUN _ I may be derived: 

[
SON I (W IW2) 

SON_I (V IV2 ) 

(W30 ) I (wi W~)] 
(v30) (v; v~) 

(W30) I (W;W~)] 
(v30) (vi v~) , 

(4.3) 

where the conditions WI + W2 + W3 = wi + w~ and VI + V2 + V3 = vi + v~ should be satisfied. In this case the resulting irrep 
(wi wi ) or (vi v~ ) does not occur more than once; thus all the multiplicity labels can be omitted. 

The expansion coefficient B ~(N~')V can be derived from Eq. (4.3) by using the more special isoscalar factors for 
SUN ::JSUN_ 1 and SON ::JSON_ 1 , 

(W20) I (WIW2)] 
o (vO) 

(see Refs. 10 and 13); then B ~~;(1\LO) can be expressed as 

B (w,w,)(LO) _ [(WI + N - 4)!(W2 + v'+ N - 4)!(wl + V + N - 3)!(w2 + N - 5)! 
(LO)(N) - (v + N - 4)!(w1 + W2 + N - 4)!(2v + N - 3)!!(N - 5)!! 

1 ]1/2 
(2W 1 + N - 4)!!(2w2 + N - 6)!! . 

(4.4) 

The expansion coefficient B ~~~~)~~;"') can be obtained from the following equation: 

{ [
SUN B (w,w,)(v,v,) - "(B w,n, B w,n, )-2 

(v,v,)(N) - 4.t n,(N) n,(N) SU 
n1"1 N-l 

(4.5) 
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and the property of the isoscalar factors for SUN::> SUN _ I given in the Appendix: 

B (w,w,)(v,v,) _ [(WI + V2 + N - 4)!(W2 + VI + N - 4)!(wl + VI + N - 3)!(w2 + V2 + N - 5)! 
(v,v,)(N) - (VI + V2 + N - 4)!(wl + W2 + N - 4)!(2vI + N - 3)!!(2v2 + N - 5)!! 

1 ]1/2 
X . 

(2wI + N - 4)!!(2w2 + N - 6)!! 

Equations (4.5) and (4.6) are valid when N> 4. 
Theorem 2 of Ref. 9 shows us that 

(w20) I (W;W~)] 
(v20) (v; v2) 

[

SON' IW1+!(N-N') 
= SON'_l v1+!(N-N') 

W2 + !(N - N') I (w; + !(N - N')w~ + !(N - N'»)] 

V2 + !(N - N') (vi + !(N - N')vi + !(N - N'») , 

(4.6) 

(4.7) 

for N' > 4 and N>N'. Because the isoscalar factors for SUN::>SUN_ I are Nindependent, Eq. (4.7) requires that [see Eq. 
(4.3) ] 

B(W, + !(N- N')w,+ !(N- N'»)(v, +I(N- N')v, +I(N- N'») _ B (w,w,)(v,,,,) 
(v, + I(N - N')v, + I(N - N'»)(N') - (v,v,)(N) , (4.8) 

and 
B (w + !(N - N')O)(v + !(N - N')O) - B (wO)(vO) (4.9) 

(v+!(N-N')Oj(N') - (vO)(N)' 

Thes~ conditions are indeed satisfied; thus B ~~:::)1~)"2) is valid for any integer N except for N<.4. 
Using the isoscalar factors for SUN::> SUN _ I given by Ref. 13 and Eq. (4.3), isoscalar factors of the following type can be 

derived for SON::> SO N _ 1 : 

[
SON I (w,w2) (w30) I (w; Wi)] 

SON_' (v,v2) (v30) (v; vi) 

= [(Wi +vi +N-4)!(wi +v; +N-4)!(w; +v; +N-3)! 

(w, + V2 + N - 4)!(w2 + v, + N - 4)!(w, + v, + N - 3)! 

(wi +vi +N - 5)!(2w, + N - 4)!!(2w2 +N - 6)!!(v, + V2 + N - 4)!(w, + W2 +N -4)!(2v, + N - 3)!! 
x~~~------~~--~--~------~--~------~~------~~-----

(w2+v2+N-5)!(2w; +N-4)!I(2wi +N-6)!!(v; +vi +N-4)!(w; +wi +N-4)!(2v; +N-3)!! 

(2v2 + N - 5)!!(2v3 + N - 3)!!(2w3 + N - 4)!!(w3 - V3)!(V, - V2 + I Hw; - wi + I )(v; - v,)! 
x~~----~~----~~~--~~~~~~~~~~~--~~~ 

(2vi + N - 5)!!(w3 + V3 + N - 3)!(v, - vi )!(w; - w,)!(wi - W2)!(W; - W2 + I)!(w; + I)! 
(vi - V2)!(V; - V2 + I)!(w, - wi )!w2!(w, + I)!(w, - V,)!(W2 - v2)! I ]'12 

X (w, - V2 + I) (v; - wi)!vi!(v; + I)! 
wi!(v, - W2)!V2!(v, + I)!(w; - v; )!(wi - vil!(w; - vi + I)! 

~ (v, - V2 + X - Y + I)(v, - W2 + x)l(v, - vi + x)!(w; - v, - x)!(v, - V2 - y)!(w; - V2 + I - y)!(wi - V2 - Y)! 
X~(_)x+y~ __ ~ __ ~~~ __ ~ __ ~~~~ __ ~~ __ ~~~~~~~ __ ~~~ __ ~~ 

xy x!y!(v, - V2 + X + I)!(w, - v, - x)!(v; - v, - x)!(v, - wi + x)!(w, - V2 + 1-Y)!(W2 - V2 - y)! 

v. CONCLUSION 

(4.10) 

Using the state expansion coefficients for SUN ::>SON ::>SON_ 1 basis vectors in terms ofSU N ::>SU N- I ::>SON_ I basis 
vectors and isoscalar factors for SUN::> SUN _ I , we obtain some isoscalar factors for SON::> SON _ I . The method outlined in 
this paper can also be extended to other group chains, for example, when the expansion coefficients for the basis vectors of the 
one group chain in terms of the other and the isoscalar factors for the one group chain are known, the isoscalar factors for the 
other group chain can be derived by using this method. 

APPENDIX: SOME PROPERTIES OF ISOSCALAR FACTORS FOR SUN ::>SUN _1 AND SOME SPECIAL ISOSCALAR 
FACTORS FOR SUN ::>SUN_1 AND SON ::>SON_1 

The isoscalar factors for SUN::> SUN _ I can be expressed as 13 

[
SUN I (W 1W2) (W30) I (W;W~)] 

SUN _ I (n 1n2 ) (n30) (n;n2) 

X [(W3 - n3 )!(n l - n2 + l)(w; - w~ + 1 )(n; - nl)!(n~ - n2)!(n; - n2 + 1)!(w1 - wi )!W2!(W1 + 1 )! 

(n l - n~ )!(w; - WI)!(W~ - w2)!(w; - W2 + 1)!(w; + 1)!wi!(n l - w2)!n2!(n l + I)! 

2387 J. Math. Phys., Vol. 29, No. 11, November 1988 F. Pan and Y. Cao 2387 



                                                                                                                                    

X (WI - n l )!(W2 - n2)!(WI - n2 + l)!(n; - w~ )!n~!(n; + 1)! ]112 
(w; - n; )!(w~ - n~ )!(w; - n~ + I)! 

" + (w; - n l - x)!(n l - n~ + x)!(n l - W2 + x)!(n l - n2 + x - y - 1) X~(_)x y ____________________________________________ _ 

xy x!y!(nl - n2 + x + 1 )!(wl - n l - x)!(n; - n l - x)!(n l - w~ + x)! 

(n l - n2 - y)!(w; - n2 + 1 - y)!(w~ - n2 - y)! 
X---------------------------------------------------------

(WI - n2 + 1 - y)!(w2 - n2 - y)!(n3 + nl - n; - y)!(n l - n~ + n3 + 1 - y)! 
(Al) 

Equation (AI) can be simplified when W 2 = 0 or n2 and n~ = 0, and it can be expressed by the following SU2 CG coefficients: 

[
SUN !(WIW2) (W30)! (W;W~)] 

SUN_ I (nIO) (n30) (nO) 

and 

={j {j [(W3-Wi)!(W;-Wi+ 1)(WI -Wi)! ]112 
w,+w,+w,w,+w, n,+n,n (w; -W3)!(W; -WI )!(WI +W3- n + 1) 

X(_)n,[ !(n-w2) !(wi-w~) I !(wl +w3-n) ] 

!(n\ - n3 - W2 ) ~(W3 - WI + W2) !(n l - n3 - WI + W3) , 

W2! (wi W~)] 
n2 (ni ni ) 

X ( _ ) ,- 2 2 
[ 

(w; -w~ + 1) ]112 n n' [len; -n~) 
(w; + W~ - n l - n2 + 1) !(n l - n2) 

!(W; - w~) I !(w; + w~ - n; - n~)] 
!(w2 - WI) !(n l - n2 - WI + w2) . 

From Eqs. (A2) and (A3), an important property ofisoscalar factors for SU N ::)SUN _ I can be derived: 

Using Eqs. (A4) and (4.5), we obtain 

The following expressions for the special isoscalar factors are of importance: 

W2! WI + W2] [WI!W2!(WI + W2 - n l - n2)!(n l + n2)!]112 
n2 nl + n2 = (WI - n l )!n l !(w2 - n2)!n2!(wl + w2)! ' 

W2! (W;W~)] = [ n!w2!(w; - n)!(wl - w~)!(w; - wi + 1) ]112, 
o n w~!(n - w~ )!(w; + 1 )!(wl - n)!(w2 - w~)! 

[S~~: I !:I ~2! (W;nW~)] 

[ 
(w; +N-4)!(wi +n+N-4)!(w; +n+N-3)!(w~ +N-5)! 

= (wi + w~ + N - 4)!(2wi + N - 4)!!(2w~ + N - 6)!!(n - w~)! 

(2wI + N - 4)!!(2w2 + N - 4)!!(N - 3)n!w2!(w; - n)!(wl - w~ )!(w; - w~ + 1) ]112 
X , 

(n + N - 4)!(w l + n + N - 3)!(w2 + N - 3)!w~!(w; + 1)1(wl - n)!(w2 - w~)! 

for N>4 and WI + W2 = w; + w~. 
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The properties of discrete supergroups that represent the homotopy groups of super Riemann 
surfaces are emphasized. After the study of the superforms invariant with respect to these 
supergroups, the set of superconformal differentials are defined and an example is given of 
those by defining Poincare's super theta functions. Some remarks on a possible definition of the 
Jacobi variety of a super Riemann surface are given. 

I. INTRODUCTION 

In the covariant quantization of bosonic string theory 
the multiloop amplitudes are expressed in terms of integrals 
over the spaces of genus g conformally inequivalent Rie­
mann surfaces. I These spaces, called moduli spaces, have an 
extensive mathematical literature based on the early works 
of Riemann, Fricke, and Teichmuller. 

The analysis of the dependence of the string amplitude 
on the moduli coordinates leads us to recognize that the bo­
sonic string amplitude is divergent. To avoid this problem, a 
supersymmetrized version of the theory (superstring theo­
ry) has been proposed.2 

A geometrical formulation of superstring theory re­
quires new structures with an anticommuting coordinate, 
which simulate the properties of ordinary Riemann surfaces 
(RS's). These new objects are called super Riemann sur­
faces (SRS's). The supersymmetric string amplitude de­
pends again on the space of superconformally inequivalent 
SRS's called supermoduli space. Several interesting results 
have been achieved on the analysis of supermoduli. 3-6 

In this paper we go over some of the fundamentals of the 
mathematical theory of super Riemann surfaces. In particu­
lar, the analysis of the properties of the transformation su­
pergroups involved in the theory enables us to give a fairly 
detailed description of the representations of the homotopy 
groups ofSRS's, and to define the category of marked SRS's. 
Once the notion of marking is clarified, the uniformization 
procedures for SRS's are straightforward. 

In particular, via the Schottky uniformization, we can 
define the space of superconformal differentials. That leads 
to a possible definition of the Jacobi variety of a SRS that 
could be a useful tool in the supermoduli analysis. 

This paper is organized as follows: notations and re­
views of some of the mathematical apparatus needed later on 
are given in Sec. II. The topological properties of the super­
groups of transformation are analyzed and the meaning of 
the discrete supergroup is clarified in Sec. III. The definition 
of SRS is recalled and the uniformization process for com­
pact SRS, defined in Ref. 3, is gone through in some detail in 
Sec. IV. As a result of that, we get an explicit realization of 
homotopy groups of compact SRS's. That allows us to define 
an alternative uniformization process by means of Schottky 
supergroups. In Sec. V we use the results of Sec. III to define 
automorphic superforms and, via the Schottky uniformiza­
tion, we are able to show the space of superconformal differ­
entials of a SRS. Finally, we give some remarks on a possible 
definition ofthe Jacobi variety of a SRS. 

II. NOTATIONS AND DIFFERENTIAL CALCULUS ON C 

In this section we define the notation and recall some 
standard results on supermanifold theory. All the details can 
be found in Refs. 7 and 8. 

In dealing with supersymmetry we need a space where 
commutative and anticommutative coordinates are treated 
on the same ground. A good model space is a Grassmann 
algebra with a certain number L of generators {3 i> KL 
= K {I, ({3; ), (P; /\P J ) '''., PI /\ ... /\P L}' where K is a field 

and /\ is the Grassmann product. Here ][(L is a Z2-graded 
algebra where the even (odd) sector K10 (K~I) is that gen­
erated by combinations of an even (odd) number of genera­
tors, so any point of][(L can be regarded as a couple (z,t'J), 
that is, ][(L = ][(lo $ K~I. 

The projection map to the zero degree element of the 
Grassmann algebra e: ][(L -- K is called the body map and it is 
an algebra homomorphism; moreover, ker e is the ideal KL 
of nilpotent elements (called souls) generated by the {3; 's 
defining a filtration of KL by ideals i<n) . For each zEKL we 
will call thesete-Ie(z) the e fiber on z. Two different topolo­
gies can be defined on KL • 

(i) The de Witt topology is the weakest topology such 
that e is continuous, that is, U is de Witt open on KL iff 
U=e-I(U) for some open set UonK 

(ii) The Rogers topology is defined by the II norm on 
the coefficients of the basis of KL • 

That obviously extends to the product 

][(~.n = ][(lox'" X][(loXK~lX'" XK~l. 
~~ 

m n 

In what follows we will be mainly interested in CL (i.e., 
K = C) and we choose the value L in the L-- 00 limit, re­
garded as a direct limit of spaces (as in Ref. 8). We will write 
eL = CI

•
I

• A function W on (;1.1 to el •1 is said to be superana­
lytic if it is polynomial on t'J, that is, 

w(z,t'J) = wo(z) + t'Jw l (z), (2.1) 

and each coefficient wo, WI' is uniquely defined by an analytic 
complex function, say lUo, lUI' via the expansion 

w; (z) = lUi (eZ) + lU; (eZ)(Z - eZ) 

+~lU;'(ez)(z-ez)2+ ... (i=0,1). (2.2) 

A (m,n) supermanifold is a topological manifold on em•n 

with superanalytic transition functions. Since two topologies 
are available on cm

•
n we will have de Witt or Rogers super­

manifolds. (See Fig. 1.) Any de Witt supermanifold M with 
atlas {( U; ,q;; )} admits a body Mo which is the m-dimension-
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local ! coordinates 
of SL2 (IR) 

local ---t' 
coordinates 
of SL2 (R) 

FIG. 1. Local coordinates of a de Witt supergroup. 

al complex manifold with atlas {(ep; (U;), fIJi = eO';;;)} and 
if the transition functions of Mare f{J1j' those of M o are the f{J1j 

in the sense of (2.2). Vice versa if an m-dimensional complex 
manifold Mo is given, one can define an (m,n)-dimensional 
de Witt supermanifold as follows: the charts are the inverse 
image via e of those of Mo, and the transition functions are 
;Pljgivenbythosef{JljofMvia(2.2). _ _ 

The following equivalence relation on Mo = U; U; 
C Cm

•
O is defined: (Z,e(Z») - (Z',e(Z'») iff e(Z) = e(Z'), ;PiJ (z) 

= z', ZEU;o Z'EUJ • The quotient M = MoI- XCO.n gives a 
(m,n)-de Witt supermanifold with body Mo. Although this 
construction is a great source of examples of supermanifolds, 
it is important to note that not all the (complex) de Witt 
supermanifolds can be achieved by this way.9 The relations 
between ordinary manifolds and supermanifolds is, in the 
Rogers context, far more intricate. 10 Finally, we recall the 
definition of integration on CI.I. First, an ordinary contour 
integral is defined for pi paths ofCI.o: let y: [a,b] -+ UCCI.O 

beapl function (path) and let! U -+ct·1 be continuous, then 

i/dz = Ib /(y(t»)y' (t)dt. 

The Cauchy theorem holds, namely, if/is superanalytic on 
and inside a closed path ofCI.o, y, then ~r/dz = 0; more­
over if/is superanalytic but with poles inside y, then 

f/dZ = 211'i (sum of residues at the poles). 

Note that by (2.2) the singularities of/are only dependent 
on the body valuese(z). Then the singularities of/relative to 
the path yofCI.o are in fact relative to the projected path ey 
of C. 7 However, the residues (2.3) can have values in CI.I. 
The ordinary contour integral on CI.O has to be patched with 
the Berezin integration rules on CO. I

: 

J diJ = 0, J diJ iJ = 1. 

For any superanalytic function W, the result is 

f dz diJ(wo + iJw l ) = f dz WI (z). (2.4) 

Note that the Berezin integral is defined without ambiguity 
because the body manifold is compact. 

III. DISCRETE SUPERGROUP 

A super-Lie group (supergroup) is a superanalytic (to­
pological) supermanifold that is a group with superanalytic 
(continuous) operations. We recall the construction of a su­
per-Lie group starting from a Lie algebra. II In fact, the un-
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derlying linear structure of a super-Lie group is not a Lie 
algebra but a graded Lie algebra, that is a l2-graded complex 
algebra & =?-o E9?-1 with a product (".) which verifies a 
generalized Jacobi identity. 

The Grassmann envelope of the graded Lie algebra 
& =?-o E9?-1 is the space!1 = CI

•
O ®?-o E9 co. I ®?-l that turns 

out to be a Lie algebra with respect to the Lie product 
[xg,yh] = xy ® (g,h ). A topology can be defined on !1 re­
quiring the projection map f{J: !1 -+ cm

•
n to be a homomor­

phism (here m,n are the complex dimension of the vector 
spaces ?-o, ?-I' respectively). An exponential map is defined 
on !1 which locally defines a super-Lie group G with the 
product given by the Campbell-Hausdorff formula. 

The charts of G are {( U,f{J 0 exp - I )} and its topological 
structure is given by requiring the maps f{J0 exp - I to be ho­
momorphisms. Then the topology of G depends on the topol­
ogy defined on cm

•
n

: ifthere is the de Witt (Rogers) topol­
ogy, G will be a de Witt (Rogers) super-Lie group. In both 
cases the transition functions and the group operations are 
superanalytic. 

Moreover, by construction, G admits a body G, locally 
defined by the Lie algebra ?-o' Here G is an analytic Lie group 
with ?-o as its Lie algebra. 

The whole picture is given by the following diagram: 

G ~!1-!.cm.n 
E l e! !e (3.1 ) 

G-?-o-Cm 

exp-I lP 

As an example, take the following graded Lie algebra with 
commutation-anticommutation rules: 

[Lm,Ln] = (m - n)L(m + n)modZ' 
& = C{L_I,Lo,L I} E9 C{G -IIZ,GI/2}' 

[Lm,Gr] = (m/2-r)G(m+r)modZ' 

{GroG,} = 2Lr+ s. 

This is a subalgebra of the Neveu-Schwartz algebra, Z and its 
even sector ?-o is the Lie algebra of SL2 (C). The super-Lie 
group obtained by exp of the Grassmann envelope 
!1 = CI.O{L_I,Lo,LI} E9 CO.I{G ± 112} is stz(C), which has 
local coordinates on open sets ofC·2, namely, 

g(a,b,c,d,y,6) ~ (; 

b 

d 
b -a~) ~ - e~ , ad - be = 1, 

1 + ~y/2 
(3.2) 

with g a complex (2/1) supermatrix.12 We stress again that 
two possible topologies can be given to G = s't2(C). In the 
case of de Witt topology, it is natural to define a discrete 
supergroup of G as the following. 

Definition 3.1: A subgroup f of a de Witt super- (Lie) 
group G is discrete iff the image ofr via the map E of (3.1), 
which we will call er, is a discrete subgroup of the body of G, 
G. 

It follows that the points of f have as local coordinates 
the e inverse of the coordinates of isolated points of the Lie 
group G (see Fig. 2). 
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____ --~r---

r 
FIG. 2. Local coordinates of a de Witt discrete supergroup. 

We have by definition the following proposition. 
Proposition 3.1: Any discrete supergroup f of G has a 

body which is discrete with respect to G. 
Now we want to know what are the conditions to get a 

de Witt supermanifold as a quotient of a de Witt supermani­
fold M with respect to the discontinuous action of a discrete 
supergroup acting on it. 

We recall that a de Witt supermanifold M is a bundle 
over its body Mo, and the local representative of the bundle 
projection map is E. Therefore the action of a topological 
transformation group of M has to preserve the e fibers, that 
is, 

e(g'p) =e(g)·e(p). (3.3 ) 

Hence the Rogers topology is not in general an admissible 
topology for a transformation group G of a de Witt super­
manifold M: G has to be a de Witt supergroup. Now we have 
the following proposition. 

Proposition 3.2: Let Mbe a de Witt supermanifold, G be 
a super-Lie group of transformations of M, and f a discrete 
subgroup of G with discontinuous and fixed point-free action 
on M, then M If is a de Witt supermanifold. 

Proposition 3.2 (whose proofis standard l3
) is not com­

pletely satisfactory because we do not know how to check the 
conditions on the action off on M, mainly the discontinuity, 
and we need a more concrete condition. We note that if f is 
discontinuous on M, then its body ef is discontinuous on the 
body of M, Mo. The converse is almost true, if Ef is discon­
tinuous on Mo, the set {EY: EY(Ep) = Ep} is finite for each 
point Ep on Mo, and if the action of Ef is fixed point-free, the 
previous set is the identity. Because of (3.3) an element off 
cannot move along the e fiber on ep, so the action of f on M 
would be discontinuous and fixed point-free. But elements Y 
of f such that ey = 1 are admissible topological transforma­
tions of a de Witt supermanifold and they act only along the 
e fibers. However in the following sections we will be inter­
ested in discrete supergroups f, which, for geometrical rea­
sons, are isomorphic to their bodies Ef. Equivalently the f's 
will be isomorphic to their quotients with respect to the 
equivalence relation induced on f bye, that is, 
YI- Y2 ¢::} eYI = EY2' With this condition the above ambigu­
ity disappears (in particular the unity 1 f of f corresponds to 
the unity I r of r), then one has the following proposition. 

Proposition 3.3: Let Mbe a de Witt supermanifold and f 
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a de Witt discrete supergroup such that f ~ef. If ef is dis­
continuous and fixed point-free on M, then M If is a de Witt 
supermanifold. 

Now if K is the complex upper half-plane, let 
K = E- I (K) be the complex super upper half-plane. A _ A _ 

subgroup r ofS L2 (R) acts on Kby the usual Mobius ac­
tion, 

d dy- c8 (;) 
b by -a8) 

8 1 + 8yI2 

= (az + b + tf(a8 - by) , yz + 8 + tf(1 + 8y12) ) . 
cz+d+tf(c8-dy) cz+d+tf(c8-dy) 

(3.4) 

The classical Jheory tells us that the action of any discrete 
subgroup ofS Lz (R) on K is discontinuous, 13 so in this case 
Proposition 3.3 reads as follows. 

PropOSition 3.4: Given K and a discrete subgroup f of A _ _ 

S L2 (C), if er is fixed point-free on K (so Kler is a com­
pact Riemann surface), then Kif is a de Witt supermani­
fold. 

In Sec. IV we will see that KIf is in fact a super Rie­
mann surface (SRS) and any SRS with a compact body is 
equivalent to KIf via some f < f'L2 (R). 

IV. SUPER RIEMANN SURFACES AND SUPERMODULI 

Following Ref. 3, super Riemann surfaces are superana­
lytic supermanifolds M on C 1.1, such that their tangent bun­
dles TM are spanned by the basis D = a latf + tf(a laz) , 
D 2 = a I az; this restricts the transition functions of M to be 
of the form 

z=f+tff/rlf, {}=t/J+tf~f'+t/Jr//, (4.1) 

which also implies that D transforms homogeneously, 

(4.2) 

and the "metric" dz + tf dtf transforms homogeneously as 
well. Here M is also required to be de Witt type; this will be 
assumed from now on. The body of M, Mo, is a Riemann 
surface with transition functions induced by f via (2.1). A 
spin structure is induced on Mo by the consistent way to 
choose the square root implicit in (4.1). On the other hand, 
given a Riemann surface Mo with a spin structure, one can 
define, by the methods of Sec. II, a SRS M with transition 
functions: 

(4.3) 

wherefis the expansion (2.2) of the transition functions of 
Mo.! Such SRS's are called split. 

We recall the definition of three split SRS's CI,I, K, 
CP 1,1 whose importance relies on the result of Ref. 3. 

Proposition 4.1: The following three split SRS's are the 
unique ones having simply connected RS's as bodies. 

(a) C I
•
I and K: Their bodies are the complex plane and 

the upper half-plane, respectively, which have unique spin 
structure and transition functions f(z) = z. Therefore the 
superconformal transition functions on CI

•
I
, K are 

(z,{}) = (z,tf). 
(b) CP 1.1: Its superconformal structure is induced by 
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the unique spin structure on the Riemann sphere Cp I and the 
superconformal transition functions are (i,U) = (l/z,11 /z). 

We can properly call Cp 1.1 the super Riemann sphere 
because a superanalog of the stereographic projection exists. 
Let us introduce it briefty: the supersphere S 2.2 is given by the 
equation on R3,2 

x~ + xi + x~ + 2111112 = 1. (4.4) 

By the implicit function theorem,I4 it turns out that the 
space of solutions of this equation is a (2,2) -dimensional de 
Witt supermanifold with the body the ordinary sp~ere S2., 

S-I (XI,x2,11I,112) 

We define a projection of S 2,2 to Cp 1.1: let Nbe the north 
pole of S2, we call YeN) the E fiber of N, and consider the 
map s: S2,2 - YeN) _R2.2 (noninvertible elements), de­
fined by 

S( -'1 -(1) (UI U2 111 112) U]OU2,U3'VI,V2 = ---, ---, ---, --- . 
1 - U3 1 - u3 1 - u3 1 - U3 

This map has its values on R2,2 (noninvertible elements), 
because we have taken off Y(N), then E(U3):;~ 1 and E(U I ) 

or E(U2) are different from zero. 
The inverse map is 

( 
2x1 2x2 ~ +xi + 2111112 - 1 2111 2112) 

= 1 + xi + x~ + 2111112 ' 1 + ~ + xi + 2111112 ' 1 + ~ + xi + 2111112 'I + ~ + xi + 2111112 ' 1 + ~ + xi + 2111112 . 

Once the identification R2,2=CI.1 has been done, the map s 
gives a correspondence s: S2.2 ..... CP I.I, where the E fiber 
Y (N), which is isomorphic to CI.I - C, and points ofCP 1.1 
with coordinates [zo,zI,111, where Zo is a noninvertible ele­
ment of Cl,o (so Zl has to be invertible), are left out. These 
points are in one to one correspondence with CI.I - Cas 
easily seen by using affine coordinates (zoIzlo11 /ZI)' 

Then the identification "points at infinity" Y (N) given 
by (zoIz]011 /ZI ).-(XI,x2,11I,112).-(XI,X2,I,11I,112) completes 
the stereographic projection. The group of rotations of S 2.2, 
that is, the group that leaves invariant the quadratic form 
(4.4), is given in Ref. 15. Ifwe project this group on CI.I via 
s, that is, 

S-I Rot s 

(z,11).-(XI,x2,x3,11I,112).-(x; ,xi,xi,11; ,11i ).-(z',11 '), 

and if we allow the coefficients of the group to be complex, 
'" we get the group S L2(C). This group is just the group of 

superconformal automorphisms of Cp 1,1. The action of 
'" S L2(C) on Cp 1.1 in affine coordinates or equivalently the 

action ofS"'L2(C) on ct. I as the fractional linear transforma­
tion group is given by (3.4). The genus of a SRS is that of its 
body; Proposition 4.1 tells us that the genus zero SRS are 
only CI.I, K, Cp 1.1. What happens to the higher genus? It is 
known that any RS Mo can be regarded as a quotient of its 
covering space No with respect to the group r of its covering 
transformations. Here r is isomorphic to the homotopy 
group of Mo,1T'1 (Mo), and it is a discontinuous, discrete, and 
(if Mo is compact) fixed point-free subgroup of the group of 
conformal automorphisms of No, Aut(No)' Here No can be 
one of the genus zero RS No = C,K,CP I: the analysis of the 
group Aut(No) implies that 1T'1(Mo) can be realized as the 
discontinuous subgroup of the Euclidean or hyperbolic iso­
metries if No = Cor K, respectively, and it is the identity if 
No = Cp I. This topological argument has to hold also in the 
context of SRS's. Note that, since SRS's are bundles over 
their bodies with contractible fiber, then the homotopy 
group of M is isomorphic to the homotopy group of its body 

Mo· 
Proposition 4.1 implies that the covering space of any 

SRS can be N = CI'I,K,cpl,I, then Mis the quotient of N 
with respect to the group of its covering transformations f. 
Here I' is a subgroup of the group Aut(N) of superconfor-
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'mal automorphisms of N, and it is isomorphic to the homo­
topy group of M, and hence to the homotopy group of the 
body of M,Mo. 

As in the classical theory, we have to analyze separately 
the three cases N = CI,I, K, Cp 1,1: the latter is again the 
simplest. Namely, Aut ( Cp 1,1) is just SL2 (C) whose trans­
formations have one fixed point on Cp 1.1 at least. It follows 
thatthe only admissible I' is the identity, so any M with Cp 1.1 
as the covering space is homeomorphic to Cp 1.1. As noted in 
Ref. 3, for the covering spaces N = CI.I, K, the situation is 
more intricate. This is because the group of superconformal 
automorphisms of these spaces is not a subgroup ofS"'L2 (C), 
and one can find discontinuous, discrete, fixed point-free 
subgroups of Aut(N) isomorphic to their bodies which are 

'" not subgroups of S L2 (C). 
But we know that the homotopy group of a SRS M with 

covering space CI.I is isomorphic to the two-dimensional cy­
clic Abelian homotopy group of its body which is a complex 
torus T. The homotopy group of T has an explicit realization 
in the group of the Euclidean isometries of C. The general­
ization of the Euclidean metric on CI.I is the metric 
Idz + 11 d11l,2 and the aim is to represent the homotopy 
group of M as a group of isometries of (CI,I, Idz + 11 d111 ).3 

Therefore we restrict ourselves to consider C (and later 
K) with its superprojective structure rather than its super­
conformal structure. Roughly, this is what happens in the 
uniformization procedures for complex manifolds of higher 
dimensions. 16 As it happens CI.I has several similarities with 
C2: two (super) complex coordinates, (super) analytic 
transformations for each coordinate, a notion of (super) 
conformality which looks like the notion of (quasi) confor­
mality of C2: the maps that transform homogeneously the 
metric dz + 11 d11. 

An explicit description of the representation 

p: 1T'1(M) ..... {super-Euclidean isometries OfCI.I} 

has been given in Ref. 3 (Mis a genus 1 SRS). 
An analogous direct realization of the group 1T'1 (M) is 

possible also in the higher genus. (See Fig. 3.) Namely, a 
compact (i.e., with compact body) SRSofgenusg> 1 can be 
realized as quotient K /f, with I' the discrete subgroup of 
SL2(R). We can think of I' as a subgroup of the "superhy­
perbolic isometries" of K (that is, transformations which 
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O
b~ Cl. .. 

a.' • b~ 

b a.' ~ .. 
, 

Cl.1 b 
:I. 

FIG. 3. (a) Fundamental polygon of a genus 
two Riemann surface. (b) Fundamental do­
main of the representation group r of 1T( (M). 
(e) Fundamental domain of the representa­
tion group f of 1T( (M). 

preserve the metric Idz + 11 d11I/IIm z + 11J 121) once a 
marking on M has been chosen.· A marking on M means a 
choice of a map p such that in 

(4.5) 

the map EOp is a monomorphism. 
Then the generators 1'/ of the group f = p(1TI (Mo») cor­

respond, by E, to the 2g generators T/ of r = E'p(1T,(Mo» 
and if Do is the fundamental domain of the group r (the 2g 
hyperbolic polygon), then E- I (Do) is the fundamental do­
main off. 

In order to get the representation 

1TI (M) -+{superhyperbolic isom.} 

we still have to impose the commutative condition on the 
generators 

[1'2g,1'g]'" [1'g+ p1'd + 1. 

Because each of the 1'1 is defined by a point of R3,2 then the 
group 

p(1TI(M») = f = (1'1, ... ,1'2g) 

depends on (6g,4g) parameters minus the commutative con­
dition which imposes three even and two odd conditions: 
then f depends in fact on (6g - 3,4g - 2) parameters. Note 
that if one operates a conjugation by an element T of A _ 

S L2 (R) on all the generators of the group r, that is, 
S = IT; T I for each i = 1, ... ,2g, the resultant group 
S = (81, ... ,82g ) gives the same SRS M, up to a superconfor­
mal diffeomorphism. 

Therefore to compute the number ofSRS's up to super­
conformal diffeomorphisms (supermoduli), we have to sub­
tract this freedom by performing an overall conjugation. 
That implies three even and two odd conditions on the pa­
rameters of the basis 1';. 

By varying with continuity the set of parameters of f, 
one describes a (6g - 6, 4g - 4) real de Witt supermanifold 
which is the super analog of the Fricke space. I? In fact, the 
ambiguity of the overall conjugation implies that there exist 
two different spaces of supermoduli related one to the other 
by the inversion I (see Ref. 3); that is, the Fricke supermani­
fold has a double covering. This formulation of supermoduli 
parameters as (real) coordinates of the Fricke supermani­
fold has been given in Ref. 3. 

An interesting way to recognize the complex structure 
of the covering space of supermoduli space is given in Ref. 5. 
There the Fricke supermanifold is shown to be related to the 
set Hom(r,Scf) of the homomorphisms from the group 
r ~ 1T, (M) to the group of superconformal automorphisms 
ofK, Scf. 

p £ 

The marking is r .... Scf .... SL(2,R) with EOp injective, 

and the Fricke supermanifold results isomorphic to the quo­
tient of the group Hom( r,Scf) with respect to the conjugate 
action of Scf on the space of homorphisms, that is 
Hom (r ,Sef) /Scf. This space is shown to be a complex su­
permanifold of dimension (3g - 3, 2g - 2) by the following 
cohomological approach which we briefly describe (all the 
details are in Refs. 5 and 6). 

All the homomorphisms r -+ Sef with a fixed body are 
classified by the cohomology group H '( r,Scfl ) defined by 
the (non-Abelian) action of r on the group Sefl = ker E. 

One can actually compute H I (r,Scfl ) by noting that Scfl 

has a natural filtration given by Sc!1") = {( f,t/J) as in (4.1) 

such that (f,.J1',t/J) is congruent to (z,l,O)mod C"}. 
The cohomology of the quotient groups of the filtration 

Sc!1") /Scf~" + ') is known because basically these groups are 
defined on the body, and one has 

{H'(MO'~) ®C"/C"+ 1= (2g- 2) ®C"/C"+ 1 (n odd) 
H'(r,Sc!1")/Sc!1"+I) = C 

HI(Mo,K-') ®C"/C"+ 1= (3g- 3) ®C"/C"+ I (n odd) 
C 

(K is the cotangent bundle of the body Mo). Then we have 
the desired result by passing to the direct limit 
Sefl = lim" Scfl /Sc!1"). 
V. AUTOMORPHIC SUPERFORMS AND 
SUPERCONFORMAL DIFFERENTIALS 

In this section we will define the space of automorphic 
superforms of weight h and in particular the space n of auto-
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borphic superforms of weight 1, that is, superconformal dif­
ferentials. Moreover, via the Sehottky uniformization pro­
cess, we can construct explicitly g linearly independent 
superconformal differentials that give a basis of n for those 
SRS's which induce an even spin structure on the body. 

We recall that, for SRS's, the analog of the canonical 
bundle is the (super) line bundle K defined by the cocycIe 
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= afJaliHJp - (iHJalazp)(azalazp)-I(azalafJp) , 
(5.1 ) 

wherezp, fJp ) ..... (za, fJa ) are the transition functions of Min 
U a n Up (see, for instance, Ref. 18). In fact, 'K is the (super) 
line bundle ·defined by the class [gaP] in the cohomology 
group H I (Mo,O;), defined on the body with values on the 
sheaf of invertible superanalytic functions on M. The global 
sections of 'K are globally defined (1,1) superforms on 
M,iiJ dz dfJ. Moreover, by uniformization, these sections can 
be regarded as superanalytic functions iiJ defined on K and 
such that 

iiJ(y(z,fJ) 1= iiJ(z,t1) 

= (cz + d)2 iiJ(z,fJ) 
(1 + 8r/2)(cz + d) + fJ(r8 - &) 

(5.2) 

for any y ofthe group f, where M = Kif. We call such an 
iiJ an automorphic superform of weight m = 1. An automor­
phic superform of weight meZ will be a section of 'Km . For­
mula (5.2) implies transformation properties on the compo­
nents of iiJ in the expansion on fJ: iiJ = iiJo + fJiiJ I' Namely, by 
expanding both sides of (5.2) in powers of fJ and comparing 
the coefficients with the same degree, we have, for split SRS, 

iiJo(z) = (CZ+d)-liiJo(Z), 

iiJ l (z) = (cz + d) -2iiJ l (z), Z = (az + b)/(cz + d) , 
(5.3) 

where, for nonsplit SRS, 

iiJ l (z) 

= (cz + d) -2[iiJ l (z) (1 + 38r) + iiJo(z) (& - r8)] , 
(5.4) 

with z as in (3.4). 
Transformations (5.3) mean that the weights of iiJO,iiJ l 

are!, 1, respectively, and we can think of iiJ as odd valued and 
with conformal weight! (note that fJ has conformal weight 
- !). The set ii of superconformal differentials splits into 

iio + iii' where iio is in a one to one correspondence with 
the space of !-differentials on the body, that is, the space 

HO(Mo,O($», and iii is one to one with the one-differen­
tials on M o, that is, iii aHO(Mo,O(K) I. 

SO it is easy to know how many superconformal differ­
entials there are on a split SRS: the dimension of iii is g 
(g = genus of M), thus there are g linearly independent odd 
superconformal differentials; the dimension of iio depends 
on the existence of harmonic spinors on the body. If the spin 
structure induced on the body is even, in general there are no 
harmonic spinors, so the dimension of iio is zero. If the spin 
structure is odd, iii has dimension 1 at least. 

A more difficult question to answer is how many super­
conformal differentials there are on a nonsplit SRS. If the 
induced spin structure has no harmonic spinors, then Eq. 
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(5.4) has solution of the type (5.3), certainly at first order 
with respect to the filtration of C and probably to all orders. 
In this case the number of superconformal differentials is the 
same as the split SRS'S.19 In the case ofthe existence ofhar­
monic spinors, the space ii is not freely generated and it does 
not split into iio + ii l .

20 

We can give an explicit construction of the g supercon­
formal differentials thus giving a basis of ii for the case of the 
spin structure with no harmonic spinors. In fact, we genera­
lize the classical procedure where holomorphic differentials 
are generated by Poincare theta functions. Poincare theta 
functions are Poincare series21 

L y(z)/(r(z)l, 
yer 

where/(z) is the function/(z) = 1/ (z - a), which has poles 
at z = a, 00. Therefore the series will have poles at the analog 
via r ofthese z values. 

We call the Poincare series with the previous choice off, 
s(z,a), and if T; are the generators ofthe group r, it turns 
out that the g functions s; = s(z,a) - s(z,T;a) are auto­
morphic of weight 1, independent by the choice of a, without 
poles in the fundamental domain of r and linearly indepen­
dent, and therefore they define a basis of the space of holo­
morphic differentials, provided that the series S is conver­
gent. 

The convergence of these series can be ensured if the 
group r is the Fuchsian group obtained by the Schottky 
uniformization of the Reimann surface. We spend few words 
on this uniformization which easily extends to SRS's. 
Roughly (all the details can be found in Ref. 22), the mark­
ing of a RS Mo allows one to perform a dissection of Mo, 
mapped on a multiconnected planar region H which arises 
from cutting M o along the cycles bl, ... ,bg. To any bj corre­
spond two mutually disjoint "circles" (Bj,B;) on H. The 
al,. .. ag cycles correspond to the TI, ... ,Tg transformations of 
PL(2,R) that map the circlesB; ontoB j • The group genera­
ted by T)O ... ,Tg is called the Schottky group and has Has its 
fundamental region. As T ranges over r = (TI , ... , Tg ), the 
regions T(H) fill out the covering surface of Mo, No, without 
overlapping. Each of the Tj's is uniquely defined by its two 
complex fixed points and its multiplier k j , that is, three com­
plex parameters. Since No is defined modulo a transforma­
tion of the complex plane, it is possible to exploit this free­
dom by fixing 3 of the 3gcomplex parameters of the elements 
of the basis, which will now depend on 3g - 3 complex pa­
rameters. For SRS's the choice ot the homology basis 
a )O ... ,bg defines g transformations ofS L2 (C) which generate 
a group f = (tl, ... Tg ) isomorphic via E to the Schottky 
group of the body r. Any generator Tj is defined by a point 
ofC3,2, subtracting ari overall transformation ofC I

•
I
, that is, 

fixing the fundamental domain of f, we get the (3g - 3, 
2g - 2) complex supermoduli. From the arguments of Sec. 
III, fhasE-I(H) as its fundamental domain. Note also that 
the choice of the bl, ... ,bg cycles on M has to vary with the 
different induced spin structures. Now we define the Poin­
care super theta function: 

D{J. 
0(z,fJ;a,a) = L I fJj • 

iEr Zj - a - fJja 
(5.5) 
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This function depends on a point (a,a) OfCl,1 and it is possi­
ble to show that it is convergent on any domain D of CI,I 
where the following points are excluded: (a) the point 
( - d;lc;.O) , namely, the points derivable from the infinity 
points by substitution of the group r, including the infinity 
points themselves, (b) the infinities of lI(z/ - a - ~ia), 
that is, the point (a,a) and its analogs via r. We prove (5.5) 
to be convergent with respect to the finest topology on CI,I 
[that is, the Rogers one, see (ii) ]. This means that we regard 
the series as a vector valued series (on the vector space Cm

, 

m = 2L - 1 ), thus showing the series to be convergent order 
by order. Using definition (3.4) and indexing r with i, we 
can rewrite (5.5) as 

(5.6) 

The coefficient of (c/z + d;) -2 is a rational function of 
(z,~), and we can say that for (z,~) on D 

II (r;z + 8 j )/(z/ - a - ~ia)1I1, <M, 
where 11'111, is the II norm on CI,I, and M is a vector ofCm

• 

Therefore 

II+w, z, _:~~jall<MII+(CjZ+d;)-211· 
Then the convergence of (5.5) follows from the convergence 

I 

of the series :Ij mod (cjz + d;) -2, which can be proved by 
using for r the same arguments used to prove the conver­
gence of the series :I; mod(c/z + d;) -2 related to the 
Schottky group r.22 

The properties of the Poincare super theta function are 
summarized in the following proposition. 

Proposition 5.1: (i) e is automorphic of weight 1. 
(ii) The difference e(z,~a,a) - e(z,~;T; (a,a») is in­

dependent of (a,a) for each i = 1, ... ,gand it is superanalytic 
on E-I(H). 

Proof (i) Let TJ be any element ofthe group r, then, 
writing the action of TJ by a SUbscript J, we have 

- DJ llJ -
e(TJ(z,~);a,a) = 2.'. _ - ~J' 

- zJ -a - ~Ja 

By (4.2) it follows that D J = FJD, where, FJ is just 

(cJz + dJ )2 

(1 + 8; rJ12) (cJz + dJ ) + ~(rJ dJ - 8J cJ ) 

With a rescaling on the index of the series (written with a 
caret), we have the desired result: 

- DlJ A 
e(TJ(z,~»)=FJ I. A - ~=FJe(z,~). 

JErZ-a-~a 

(ii) We write the calculation for the split case and give 
the result for the nonsplit one: the e for split SRS is 

1 ~ 
e(z,~;a,a) = } 2 ' (5.7) 

1ef (cJz + dJ ) (aJz + bJ )/(cJz + dJ ) - a - ~al(cJz + dJ ) 

for any Toftheformz = (Az+ B)/(Cz+ D), ll= ~ I(Cz+D), we have 

1 ~ 
e(z,~;T(a,a») = I. 2----------------------

JEr (cJz+dJ ) (aJz+bJ)/(cJz+dJ) - (Aa +B)/(Ca +D) -~al(cJz+dJ)(Ca +D) 

= I. ~(Ca +D)(cJz+dJ)-1 

Jer (aJz+bJ)(Ca +D) - (Aa +B)(cJz+dJ) -~a 

= 2.'. ~(Ca +D)(C(a.z+b.) +D(csz+d.»)-I 

ser a.z + b. - a(c.z + ds) - ~a 

(where as = aJD - BcJ, bs = bJD - BdJ, Cs = ACJ - aJC, 

ds =AdJ -bJC~cJ = Cas + Dc., dJ = Cbs + Dds) 

=2.'. ~ 2 a+D~ 
s (csz+ds) (asz+bs)/(csz+ds) -a-~a(csz+ds) 

1 

(a.z + bs )/(c.z + d.) + D IC 

= e(z,~;a,a) - e(z,~; - D IC,O) . 

For nonsplit SRS the result is 

e(z,~;a,a) - e(z,~;T;(a,a») 

= e(z,~; - d;lc;, - 8;1c;) 

= e; (z,~) [T; as in (A.4)] . (5.8) 

These functions are clearly superanalytic on the fundamen­
tal domain of r, E - I (H) [the poles being inside the circles 
E-1(B;)]. We end up with some remarks about a possible 
definition of periodic matrix and Jacobi variety of a SRS. 
Formula (5.8) gives a basis of the space of superconformal 
differentials on M, if the spin structure induced on the body 
is even (with no harmonic spinors). For such SRS's it 
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should be possible to define the concept of period matrix and 
Jacobi variety on the same lines of the RS case. 

We can look at the "periods" of the super theta func­
tions 

A;k = r e;(z,~)dzd~, B;k = i ej(z,~)dzd~. (5.9) 
Jak b. 

These integrals are homological invariants for the SRS: by 
definition of the integral (see Sec. II), after the Berezin rule, 
the resulting line integral depends only on the homotopic 
relation of the curve with respect to the singularities of e, 
and not on the specific curve. The periods (5.9) could be 
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regarded as the entries of the (even valued) periodic matrix 
ofM,PM • 

After normalization of such periods, the Jacobi variety 
of M would be the quotient of Cg,o with respect to the lattice 
generated by PM' It is possible to make a definitive statement 
for the simple case of split SRS inducing an even spin struc­
ture: namely, after the Berezin rule, the periods are 

A;k = i,t;(Z)dZ, B;k = l,t;(Z)dZ, 

where t; results the function defined by s; via the formula 
(2.2). The singularities oft; are those of s; and by the for­
mula (2.3) we have thatthe lattice generated by PM has only 
the body components latticized and the rest is continuous. 
That is the Jacobi variety of M: J(M) = Cg,o /PM turns out 
to be a de Witt supermanifold with the body of the Jacobi 
variety of its body Mo (as expected). 
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It was proposed earlier [P. L. Sachdev, K. R. C. Nair, and V. G. Tikekar, J. Math. Phys. 27, 
1506 (1986); P. L. Sachdev and K. R. C. Nair, ibid. 28, 977 (1987») that the Euler-Painleve 
equations y(d 2yldrl) + a(dyldrJ}2 + f(1J)y(dyldrJ} + g(rJ}r + b(dyld1J) + c = 0 
represent generalized Burgers equations (GBE's) in the same way as Painleve equations 
represent the Korteweg~e Vries type of equations. The earlier studies were carried out in the 
context ofGBE's with damping and those with spherical and cylindrical symmetry. In the 
present paper, GBE's with variable coefficients of viscosity and those with inhomogeneous 
terms are considered for their possible connection to Euler-Painleve equations. It is found that 
the Euler-Painleve equation, which represents the GBE u, + uPux = (t5!2)g(t)uxx ' 

get) = (1 + t)n, P> 0, has solutions, which either decay or oscillate at 1J = ± 00, only when 
- 1 < n < 1. The solutions are shocklike when n = 1. On the other hand, they oscillate over the 

whole real line when n = - 1. Furthermore, the solutions monotonically decay both at 
1J = + 00 and 1J = - 00, that is, they have a single hump form if P>Pn = (1 - n)/( 1 + n). 
For P <Pn' the solutions have an oscillatory behavior either at 1J = + 00 or at 1J = - 00, or at 
1J = + 00 and 1J = - 00. For P = Pn' there exists a single parameter family of exact single 
hump solutions, similar to those found for the nonplanar Burgers equations in Paper II. Thus 
the parametric value P = Pn seems to bifurcate the families of solutions, which remain 
bounded at 1J = ± 00. Other GBE's considered here are also found to be reducible to Euler­
Painleve equations. The scope of these equations is broadened by relating them to a large 
number of nonlinear DE's selected from the compendia of Kamke [Differential Gleichungen : 
Losungsmethoden und Losungen (Akademische Verlagsgesellschaft, Leipzig, 1943») and 
Murphy [Ordinary Differential Equations and their Solutions (Van Nostrand, Princeton, NJ, 
1960) ). These latter equations arise from a wide range of physical applications and are of some 
historical interest as well. They are all special cases of a slightly generalized form of the Euler­
Painleve equation. 

I. INTRODUCTION Ux - uu, =g(x)u" , ( 1.5) 

In Papers I and II (Refs. 1 and 2, respectively), we pro­
posed that the generalized Burgers equations (OBE's) are 
characterized by a class of nonlinear ordinary differential 
equations (ODE's), which we called Euler-Painleve equa­
tions, in the same manner as the Korteweg~e Vries equa­
tions are typified by the Painleve equations. These ODE's 
result from the self-similar reduction of the OBE's. We stud­
ied, in particular, the equations 

where the roles of x and t are reversed. In ( 1.5) t is a retarded 
time, x is a rangelike variable, u is an acoustic variable, with 
the linear effects of changes in the duct area taken out, and 
g(x) is a positive function that depends on the particular 
duct chosen. More precisely, if R is the range along the duct 
area, then 

u, + uPux + AUa = (15/2)uxx 

and 

0.1) 

u, + uaux + (ju/2t) = (t5!2)uxx • (1.2) 

The self-similar forms of Eqs. 0.1) and (1.2), after some 
further transformations, are special cases of the nonlinear 
ODE's, 

yy" + ay'2 + f(x)yy' + g(x)r + by' + c = 0 , (1.3) 

which we referred to as the Euler-Painleve equation. 
In the present paper we continue our study of GBE's 

and their connection with the Euler-Painleve equation 
( 1.3). We consider here the GBE with a variable coefficient 
of viscosity, 

u, + uPux = (15/2)g(t)u xx , (1.4) 

where {3 is real and positive and g(t) is a smooth function. 
Scote has studied a special case of ( 1.4) in the form 

t = T - Rico, u = al/2v , 

x= (r+ 1) fa- 1/2(R) dr 
2a~ , 

and 

g(x) =&1/2(R)!(r+ l)co ' 

where Co is the sound speed, r is the adiabatic exponent, and 
15 is the ditfusivity of sound that measures the combined ef­
fects of the viscosity and the thermal conductivity of the 
medium. The boundary condition appropriate to a piston or 
loudspeaker in the duct is 

u(O,t) = uo(t) . (1.6) 

The problem ( 1.5) and ( 1.6) also occurs in the treatment of 
spherical and cylindrical nonlinear sound waves, in which 
g(x) has the particularformsg(x) = ~ and x, respectively. 
Scott studied, in particular, strictly self-similar solutions of 
the form u = net Ix). He considered the intermediate 
asymptotic behavior of three kinds of self-similar solutions 
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of (1.5), depending on the nature of the function g(x). 
Wheng(x) = x, Eq. (1.5) is called cylindrical. In this case, 
the self-similar solution n (t Ix) that tends to constant values 
as t -+ ± 00 forms an intermediate asymptotic: the solution 
of (1.5) with g(x) -x as X-+ 00 and with any continuous 
initial condition uo(t) having constant asymptotic values 
evolves towards the similarity solution for large x. Thus the 
solution u = n(t Ix) is very stable. For the situation g(x)1 
x -+ 00 as x -+ 00 , the supercylindrical situation such as in the 
spherically symmetric case, the limiting form of u is an error 
function that is a solution of the linearized problem. Finally, 
if g(x)lx-+O as X-+ 00, the case Scott has referred to as sub­
cylindrical, the limiting nonlinear self-similar solution 
u = E(t Ix) is shown to be an expansion front, consisting of 
straight line segments. Scott gives a rigorous analytic proof 
to show that the above solutions form intermediate asympto­
tics (see Barenblatt4 and Sachdev5

). 

We study Eq. (1.4) instead ofEq. (1.5) to conform with 
our earlier work and the notation used therein. In particular, 
we assume that g(t) = (1 + t)n. We find that the solutions 
which either decay or oscillate at x = ± 00 exist only in the 
range - 1<;n<;1. More specifically, the solutions decay at 
x = + 00 and x = - 00 iff3>f3n = (1 - n)/(1 + n), while 
they have an oscillatory behavior either at x = + 00 or 
x = - 00 or both at x = + 00 and x = - 00 if f3 <f3n. For 
/3 = /3n' there exists a single parameter family of exact single 
hump solutions, similar to those found for the non planar 
Burgers equation in Paper II. Thus the parametric value 
f3 = /3n seems to bifurcate the families of solutions that re­
main bounded at x = ± 00. 

Here again we find that the inverse function H [see Eq. 
(2.3)] is governed by a special case of the Euler-Painleve 
equation (1.3). Scott's cylindrical solution is identified as a 
special case of our Eq. (1.4). In the terminology of Scott, the 
solutions of Eq. (1.5) with a general nonlinear convective 
term exist for the subcylindrical case only. It may be empha­
sized that while Scott's solutions are strictly self-similar, our 
solutions decay explicitly with time except when n = 1. As 
pointed out by Scott, the self-similar form of supercylindri­
cal solutions derives from the linearized equation; therefore, 
the correspondence to the Euler-Painleve equation does not 
exist in this case. 

We also give here two other GBE's: the inhomogeneous 
Burgers equation and the GBE with a variable coefficient of 
viscosity, depending exponentially on time. While both 
equations can be reduced to the Euler-Painleve form, physi­
cally relevant solutions exist only for the former. These solu­
tions represent sawtooth form. 

In this paper, we also refer to a set of ODE's in the 
compendia of Kamke6 and Murphy 7 that are either special 
cases of the Euler-Painleve equation (1.3) directly or are 
special cases of a generalized form of (1. 3 ), in which the 
coefficients are made to vary with the independent variable. 
This brings Euler-Painleve equations in contact with a 
much larger class of DE's which have appeared in diverse 
applications quite fortuitously. 

The scheme of the paper is as follows: In Sec. II, we 
derive the nonlinear ODE for self-similar solutions, analyze 
it, and find its special exact solutions; we also pose the con-
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nection problem for the same. In Sec. III, we solve the con­
nection problem numerically. In Sec. IV, we discuss the evo­
lution of the single hump initial profile under the governance 
of the nonlinear partial differential equation to its intermedi­
ate asymptotic form. In Sec. V, we consider other GBE's and 
their (possible) connection to Euler-Painleve transcen­
dents. In Sec. VI, we give the equation numbers of ODE's 
related to Euler-Painleve transcendents included in the 
compendia of nonlinear ODE's by Kamke6 and Murphy.7 
Finally, the conclusions of this study are contained in Sec. 
VII. 

II. ANALYSIS OF SELF-SIMILAR SOLUTIONs-EULER­
PAINLEVE TRANSCENDENTS 

As in Paper I, we seek self-similar forms of solutions of 
Eq. (1.4) with g(t) = (1 + t)n (n is a parameter) in the 
form 

(2.1) 

where a l and bl are real constants, and determine the values 
of the parameters f3 and n for which self-similar solutions of 
Eq. (1.4) exist satisfying certain asymptotic conditions at 
x = ± 00. Substitution of (2.1) into (1.4) shows that, 
for the similarity form, a I = - (1 - n) 12f3 and 
bl = - (1 + n)/2. With the scaling 1= 8112PF and 
TJ = 8- I /2t, Eq. (1.4) reduces to 

I" - 2/P/' + (1 + n)1Jf' + [(1 - n)If3] 1= 0, (2.2) 

where a prime denotes differentiation with respect to TJ. The 
inverse function 

H=I- P 

satisfies the equation 

HH" - [(f3 + 1)1f3 ]H'2 + (1 + n)TJHH' 

- (1-n)H 2-2H'=O. 

(2.3) 

(2.4) 

Equation (2.4) is a special case of ( 1.3) with 
a = - (1 + f3)If3, I(x) = (1 + n)x, g(x) = - (1 - n), 
b = - 2, and c = O. We find the range of the parameter n, 
for which single hump type solutions exist for Eq. (2.2). At 
the maximum of the hump, /' = 0 and I" < O. Therefore, a 
necessary condition for the single hump solutions to exist is 
that n < 1. We derive later in this section a more restricted 
range of the parameter n for which solutions satisfying 
asymptotic conditions exist. We first seek some exact solu­
tions of (2.2). For 

/3= (1- n)/(1 + n) =f3n , (2.5) 

say, Eq. (2.2) assumes the form 

I" - 2/P/' + [21(1 + f3) ](TJ/, + I) = O. (2.6) 

Integrating (2.6) once and using vanishing conditions at 
TJ-+ ± 00, we get 

/' - [2/(1 + f3)] II +P + [21(1 + f3) 1TJ/= O. 

Integrating again, we have 

I(TJ) = eJ - II(1 +P)]7J'h -IIP(1/), (2.7) 

where 
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h(fJ) =A - (2m)1/2 erf[(mI2)1/2fJ ], 

A=f-p(O) and m=2/3/(1+{3). 

Correspondingly, 

H(fJ) = eIP /(1 +P)]Vh(fJ) 

and 

(2.8) 

(2.9) 

u(x,t) = c5112P(1 + t) - 1/(1 +P)el -110 +P)]V h - lIP( fJ) , 

(2.10) 
fJ = 15- 1/2 (1 + t) -11(1 +fJ>x. (2.11) 

For general n and {3 we seek the Taylor series solution for Eq. 
(2.4), namely, 

"" H(fJ) = L a, fJ'· (2.12) 
,=0 

The coefficients a,+ 2' r = 1,2, ... , are found by substituting 
(2.12) into (2.4), 

a,+2= 1 [({3+1 a1 + 2)(I+r)a,+1 
(r+ l)(r+ 2)ao {3 

, {{3 + 1 + (1- n)aoa, + L (r+ 1- i)a,+ I-i --
i= I {3 

X (r+ i - 2)a,+i_2 - (1 + n)ai_ l } 

, 
- L ai{(r+2-i)(r+ l-i)a,+2_i 

i=1 

(2.13a) 

a2 = (1/2ao). [([ ({3 + 1 )/{3 ]a l + 2)al + (1 - n)a~] . 

(2.13b) 

Thus we have a two-parameter ao, al family of solutions. For 
m = 1 - n = 2/3 I( 1 + {3), the parameter a 1 = - m. This 
special choice corresponds to the exact solution (2.9). The 
free parameter ao gives a single parameter family of solu­
tions. This could either be the amplitude parameter or the 
Reynolds number 

R=- udx, 1 f"" 
15_ "" 

which is the ratio of the area under the profile to the coeffi­
cient of diffusivity of sound. 

We now investigate the linear behavior of Eq. (2.2) un­
der the conditions J,f' -.0 as fJ-+ ± 00 and pose a connec­
tion problem over the interval - 00 < fJ < 00. The linearized 
form ofEq. (2.2) is 

f" + (1 + n)7lf' + [(1- n)/{3]f= O. (2.14) 

The change of variables 

f(fJ) =y(z), Z= - [(1 +n)/2l1J2 (2.15) 

transforms (2.14) into 

zy" + (! - z) y' - ay = 0 , (2.16) 

where a = (1/2/3)( 1 - n) I (1 + n). The solution of Eq. 
(2.16) is the confluent hypergeometric function tfo(a,!;z).1t 
vanishes as fJ ...... ± 00 asymptotically only when a> O. This 
requires that Inl < 1. For {3 = (1 - n)/( 1 + n), a = !, 
tfo(!,!;Z) = e' = e l - (1 + ,,)12]v is an exact solution of Eq. 
(2.14). We pose the connection or boundary value problem 
for Eq. (2.2), namely, 
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f" - 2fPf' + (1 + n)7lf' + [(1 - n)/{3] f = 0, 

f-Atfo(a,!; - [(1 + n)/2l1J2), aslfJl too, (2.17) 

Ifl<oo, -oo<fJ<oo. 

It is interesting to observe the behavior of the solutions of 
Eqs. (2.2) and (2.4) for the limiting values - 1 and + I of 
the parameter n. For n = 1, Eqs. (2.2) and (2.4) assume the 
forms 

f" - 2fPf' + 27lf' = 0, (2.18) 

HH" - [(1 + {3)/{3 ]H'2 + 2fJHH' - 2H' = 0, (2.19) 

where f = A, a constant, and H = A - liP are special solu­
tions ofEqs. (2.18) and (2.19), respectively. The linearized 
formofEq. (2.18), namely, 

f" + 27lf' = 0 , (2.20) 

has the solution 

f( fJ) = (2B hrl/2)erf fJ, (2.21) 

where B = f(O) is the amplitude parameter. For n = - 1, 
Eq. (2.2) becomes 

f" - 2fPf' + (2/{3)f= O. (2.22) 

The linearized form 

f" + (2/{3)j = 0 

has an oscillatory type of solution 

f = B cos (2/{3) 1/2fJ . 

(2.23 ) 

(2.24) 

The parametric value {3 = {3" [see Eq. (2.5)] seems to 
bifurcate the types of solutions of Eq. (2.2) for - 1 < n < O. 
The transformation 

f(fJ) =e l -(1+,,)/4]7J's(fJ) (2.25) 

reduces the linear equation (2.14) to the form 

s" + Aq(fJ)s = 0, (2.26) 

where 

q(fJ) = (4/{3)(1 - n) - 2(1 + n) - (1 + n)2fJ2. (2.27) 

(i) For{3= {3n = (1- n)/(1 + n), the right-hand side 
ofEq. (2.27) becomes 

(2.28) 

say. In the linear regime IfJl > fJs' where fJs 
= [2/0 + n)] 1/2, r( fJ) <0, and therefore, s( fJ) decays ex­
ponentially as fJ --+ ± 00. 

(ii) For {3>{3,., q(fJ) - r(fJ) = 4[((1- n)/{3) 
- (1 + n)] <0. 

Therefore, q ( fJ) < r( fJ) < 0 for fJ < fJ s' Again in this 
case, s( fJ) decays exponentially as fJ --+ ± 00. 

(iii) For {3<{3", q(fJ»(1+n)[2-(1+n)fJ2]>0 
for IfJl < fJs < 00. 

This suggests oscillatory solution of Eq. (2.2) for 
IfJl < fJs' [In Sec. III, we confirm these results by numerical 
integration ofEq. (2.2).] In fact, it is interesting to note that 
for the limiting case n = - 1, {3" = 00, the solution of Eq. 
(2.2) is purely oscillatory in the interval - 00 < fJ < 00. 

We now summarize the similarity solutions found by 
previous investigators8

•
9 for some specific values of the pa­

rameters nand {3. Sachdevs discussed the self-similar solu­
tion of the equation 
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Ut + UU" = (<<5/2) (1 + t)u"" . (2.29) 

The self-similar form ofEq. (2.29) was sought in the form 

u=/(s), s=x/(1+t). (2.30) 

The resulting equation after suitable transformations was 
reduced to a second-order linear ODE whose solution in the 
physically interesting case was 

U = ± {(U)[ - S + Soe
2(S-oS;,l]}1/2 + s, 

( <<5)
1121S 

1 S=r+ - --ds, S;;,So, 
2 oS;, H(S) 

(2.31) 

where So is a parameter. The solution (2.31) has two con­
stant parameters, r and So. While r can assume any value, 
the parameter So can vary only between -! and + 00. 

III. NUMERICAL SOLUTION OF CONNECTION 
PROBLEM (2.17) 

The connection problem (2.17) was solved by numeri­
cally integrating the first equation in (2.17) starting froin 
1/ = 1/. such that / and f' are small O( 10-3

) and continu­
ing the solution to 1/.... - 00 for all {3 > 0 and 1121 < 1. There 
are three varieties of solutions: (i) pure single humps, (ii) 
single humps ending with an oscillatory tail at one end, and 
(iii) solutions with oscillatory tails at both ends. Initial con­
ditions were obtained from an asymptotic form of the conflu­
ent hypergeometric function for large 1/. In the linear regime, 
1/>1/., the behavior of the nonlinear equation (2.2) was 
compared with that of the linear equation (2.14) to assess 
the validity of the asymptotic solution. For 1/ > 1/., the 
asymptotic solution of the confluent hypergeometric func­
tion agrees very closely with the numerical solution of the 
linear equation (2.14) and with that ofthe nonlinear equa­
tion (2.2) (see Table I). The solution of the linear equation 
continues to agree with that of the nonlinear one for 1/ < 1/. 
and then begins to depart from it (see Fig. 1). Numerical 
solution of the nonlinear equation was checked with exact 
analytic solution (2.7) for special values ofthe parameters. 
The values of Hand H' at 1/. were also calculated from a 
known linear solution ofEq. (2.14) and the relation (2.3). 

TABLE I. Comparison of solutions oflinear equation (2.14) and nonlinear 
equation (2.2), and the asymptotic form of Eq. (2.16) for n = - 0.75, 
P=3. 

Linear equation Asymptotic equation Nonlinear equation 
", (2.14) (2.16) (2.2) 

2.33 0.008978 0.008978 0.008978 
2.23 0.057410 0.057409 0.057410 
2.13 0.108274 0.108273 0.108271 
2.03 0.161272 0.161 271 0.161250 
1.93 0.216063 0.216062 0.215974 
1.83 0.272272 0.272 272 0.271995 
1.73 0.329489 0.329489 0.328778 
1.63 0.387272 0.387272 0.385694 
1.53 0.445 153 0.445154 0.442013 
1.43 0.502647 0.502647 0.496918 
1.33 0.559250 0.559251 0.549527 
1.23 0.614452 0.614453 0.598963 
1.13 0.667741 0.667742 0.644280 
1.03 0.718610 0.718611 0.684792 
0.93 0.766563 0.766564 0.719870 
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FIG. 1. Solutions oflinear equation (2.14) and nonlinear equation (2.2) for 
p=l,n= -0.1. 

The series (2.12) for H was then summed up in the interval 
- 00 < 1/ < 1/. < 00. Corresponding values of / were re­

trieved using (2.3) and compared with the numerical solu­
tion of the connection problem and the exact solution (2.7)­
(2.11). All these solutions agree very well (see Table II for 
the three solutions for 12 = - 0.6, {3 = 4). For the paramet­
ric ranges 0<12 < 1 and {3>1, Eq. (2.17) has single hump 
solutions either vanishing at 1/ = ± 00 or vanishing at 
1/ = + 00 and tending to a nonzero constant at - 00 [see 
Fig. 2 for solution of Eq. (2.2) for {3 = 1, 12 = 0, 0.25, 0.5, 
0.9]. These types of solutions were also found in the range 
- 1 < n < 0 for {3>{3n [see Fig. 3 for solution of Eq. (2.17) 

for 12 = - 0.8, {3 = 11]. As predicted in Sec. II, the linear 
solution for {3 < f3n and - 1 < 12 < 0 has an oscillatory tail 
either at one or at both ends characteristic of Eq. (2.26) 
when q(1/) >0. The amplitUde of the oscillatory tail in­
creases and approaches that of the main hump as 12 .... 1 (see 
Figs. 4 and 5). The series solution for this limiting case does 
not converge at points where H .... 00 corresponding to / .... o. 

TABLE II. Exact solution, numerical solution, and series solution of Eq. 
(2.2) for n = - 0.6,p= 4, ~ = 0.01,1= 5. 

Exact Numerical 
solution solution Series solution 

", fl.",) fl.",) H(",) fl.",) 

5.0 0.0006738 0.0006739 00 0.0006739 
4.5 0.0017423 0.0017424 00 0.0017424 
4.0 0.0040764 0.0040766 00 0.0040766 
3.5 0.0086297 0.0086301 00 0.0086301 
3.0 0.0165306 0.0165311 13390 217.00 0.0165311 
2.5 0.0286517 0.0286526 1483698.00 0.0286526 
2.0 0.0449347 0.0449361 245256.10 0.0449360 
1.5 0.0637653 0.0637672 60480.08 0.0637671 
1.0 0.081 8758 0.0818781 22249.98 0.0818781 
0.5 0.0951249 0.0951275 12211.70 0.095 1275 
0.0 0.1000002 0.1000028 9998.87 0.1000028 

-0.5 0.095 1213 0.0951238 12213.60 0.0951238 
-1.0 0.0818707 0.0818727 22255.83 0.0818727 
-1.5 0.0637606 0.0637621 60499.27 0.0637620 
-2.0 0.0449312 0.0449323 245339.67 0.0449322 
-2.5 0.0286494 0.0286500 1484229.00 0.0286500 
-3.0 0.0165293 0.0165296 13395316.00 0.0165296 
-3.5 0.0086290 0.0086291 00 0.0086292 
-4.0 0.0040761 0.0040761 00 0.0040761 
-4.5 0.0017421 0.0017421 00 0.0017421 
-5.0 0.0006738 0.0006737 00 0.0006738 
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FIG. 2. Solution of the connection problem (2.17) for P= I, 
n = 0,0.25,0.5,0.9. 

Analytic continuation at such points was not feasible as the 
coefficients (2.13) of the series (2.12) become very large 
resulting in overflow of the partial sums of the series (2.12). 
This happens whenever f crosses the "l axis. At other points 
the series (2.12) converges to the exact solution ofEq. (2.4). 

Equations (2.18) and (2.22) were also solved for limit­
ing values n = 1 and n = - 1, respectively. For the former, 
starting with the initial condition f = const at "l = "l s' 

monotonic shocklike solutions were obtained. For the latter, 
starting with initial condition (2.24) at "l = "l s' pure oscilla­
tory solutions were obtained (see Fig. 5). 

IV. NUMERICAL SOLUTION OF THE GBE (1.4) AND 
INTERMEDIATE ASYMPTOTICS 

Equation (1.4) was solved subject to the initial condi-
tion 

U(X,ti ) =S(X) , - 00 <X< 00, (4.1) 

where the function s(x) is a smooth single hump. We used 
the implicit predictor-corrector scheme since the initial pro­
file is smooth. The details of the scheme were reported exten­
sively in Paper I. We consider the evolution of the initial 
profile into self-similar form for the following ranges of the 
parameters nand p. 

(i) - 1 < n < 0, P> P n' In this case, the initial profile 
evolves to diffuse and goes into the self-similar form. Figures 
6 (a) and 6 (b) show the evolution of the initial profile under 
the governance ofEq. (1.4), whereas Figs. 7(a) and 7(b) 
show the evolution of the initial profile into self-similar form 

f 

-6 

-0·01 

FIG. 3. Solution of the connection problem (2.17) for n = - 0.8, 
P= 1,2,7,11. 
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la) 
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-0,01 

1 
Ib) 

10 

-1 

FIG. 4. Solution of the connection problem (2.17) for (a) P= I, 
n= -0.2,-0.3;(b)n= -0.9,P=2,5. 

for the parametric values n = - 0.6, P = 2 and n = - 0.5, 
P=4. 

(ii) 0 < n < 1, P> 1. The evolution of the single hump 
initial profile into its self-similar form takes place as in case 
(i) above. 

(iii) -1 <n<O,p<Pn.Inthiscase,thesolutionofEq. 
( 1.4) starting from the initial profile (4.1) breaks at the 
front [see Fig. 6 ( c) ]. The similarity solution (2.1) does not 
form an intermediate asymptotic; in this case, it may be re­
called, the solution of the connection problem (2.17) con­
tains oscillatory tails and the series (2.12) does not converge 
near zeros of f( "l ) . 

V. OTHER GBE's, THEIR SELF-SIMILAR FORMS, AND 
SOLUTIONS 

and 

We consider two other GBE's, namely, 

u, + uaux = (8/2)em ,uxx , a>O, 

u, + uPux = (8/2)uxx + lt Yg[x(2c5t)-1/2] , P>O, 

f 

T 

(5.1 ) 

(5.2) 

FIG. 5. Solution of the connection problem (2.17) forp= I, n = - 1,0,1. 
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u 

(a) 0·0075 

-1 -0·5 0 0·5 X 

U 

(b) 0·015 

-1·5 -1 1-5 X 

U 

0·10 

(e) 

-1 

FIG. 6. Solution of the nonlinear PDE (1.10) for (a) n = - 0.6, P = 2, 
fJ = 0.01; (b) n = - 0.5,P = 4, fJ = 0.01; (c) n = - 0.9,p = I, fJ = om. 

and study their self-similar solutions and (possible) connec­
tion to the Euler-Painleve transcendents. For the former, 
the similarity transformation corresponding to (2.1) is 

u = (/je"'t) l/2a/( 1]), 1] = X(/)emt) -1/2 . (5.3) 

The resulting equation 

f" - 2faf' + mrlf' - (mla)j= 0 (5.4) 

has a single hump type of solution if, at the maximum, 

f" = (mla)f<O. (5.5) 

A necessary condition for this is that m < 0, since we have 
assumed that a > O. We now look into the linear behavior of 
(5.4) for large 1]. The linearized form 

f" + m1Jf' - (mla)f= 0 (5.6) 

has the confluent hypergeometric function t/J( - 1/2a,~;z) 
as one solution, where z = - (mI2) 1]2. For a solution van-
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FIG. 7. Solution of the nonlinear ODE (2.17) for (a) n = -0.6,P=2; 
(b) n= -0.5,P=4. 

ishing at 1] = ± 00, a should be negative. This contradicts 
the requirement for a single hump type of solution discussed 
above. However, the transformation 

(5.7) 

does give a representation ofEq. (5.4) in the Euler-Painleve 
form, namely, 
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HH" - [(a + 1)la]H,2 - m1/HH' - 2H' + mH2 =0. 

(5.8) 

The inhomogeneous Burgers equation (5.2) has a similarity 
form 

u=t- 1I2{31(1/) , 1J=X(Ut)-1/2, (5.9) 

provided r = - (1 + 1/2{J). The corresponding equation 
for 1 is 

I" - 4(2~) -1/2j{3 f' + 21Jf' + (2/{J)/ + g( 1J) = 0 . 
(5.10) 

The inverse function 

H = ~1/2 1-{3 

satisfies the equation 

HH" - [({J+ 1)1{J]H'2 + 21JHH' - 23/2H' 

_ 2H2 _ {J~-1I2(3g(1J)H(1 + 1I(3) = o. 

(5.11 ) 

(5.12) 

Equation (5.12) does not belong to the class of Euler-Pain­
leve equations, since the last term in it contains a higher 
degree term in H. However, we shall present here some exact 
solutions of (5.2) found earlier (see Sachdevlo

) for some 
special choice of the parameters and the function g in Eq. 
(5.2). For this purpose we scale out ~ and write Eq. (5.2) in 
the simpler form (with {J = 1) 

U, + UUx = Uxx + !t Yg(x,t) . 

We consider the following cases. 

(i) r = -~, g = - 1/, 1J = xt -1/2. 

With the transformations 

U=t- 1/2/(1/) 

and 

(5.13 ) 

(5.14) 

(5.15 ) 

(5.16) 

the equations corresponding to (5.10) and (5.12) are 

I" -.If' + !1Jf' +!I -!1J = 0 (5.17) 

and 

HH" - 2H,2 + !1JHH' - H' - !H2 + !1/H 3 = O. (5.18) 

Equation (5.13) has exact solutions 

U =x/2t (5.19) 

and 

u = (x/2t) - (2/x) . (5.20) 

Solution (5.19) is the sawtooth form shown in Fig. 5 of Ben­
ton and Platzmanll (BP) and (5.20) corresponds to (3.5) 
ofBP. Corresponding solutions ofEqs. (5.17) and (5.18) 
may be found. Thus 

1= ~1J (5.21a) 

and 

1=!1J -2/1/ (5.21b) 

are the solutions ofEq. (5.17), and 

H= 2/1J (5.22a) 

(5.22b) 
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are those ofEq. (5.18). 

(ii) r = -~, g=R(1/), 1/ = x/2t 1/2. (5.23) 

The transformation 

u=t- 1/2(/+1J) 

changes Eq. (5.13) into 

(5.24) 

I" - 2.1f' + R(1/) + 21J = O. (5.25) 

This equation can be put in the standard Riccati form 

dl _12 = - f (21/ + R(1/») d1/. (5.26) 
d1J 

These similarity solutions correspond to (3.1') ofBP, shown 
in their Figs. 9-11 and describe solitary compression pulses 
(LighthillI2) . 

VI. EQUATIONS RELATED TO EULER-PAINLEVE 
TRANSCENDENTS-COMPENDIA OF KAMKE AND 
MURPHY 

It is interesting to note that there is a large number of 
nonlinear DE's of second order, listed in Kamke6 and Mur­
phy/ which form special cases of (1.3), directly or after 
some simple transformations. We list here the equation 
numbers of these and other DE's which are special cases of 
( 1.3) if we allow the coefficients a,b,c to vary with x. Kamke 
has appended some historical notes with each of these equa­
tions and has also given their geometrical or physical origin. 
Here, we content ourselves with listing the equation 
numbers. We note that a few common features characterize 
this set of equations: the equations are either autonomous or 
are linearizable by a logarithmic or a power law transforma­
tion, or they may be reducible to first-order equations such 
as Riccati and Bernoulli. The equations may be solved in 
closed form in terms of a quadrature or treated in the phase 
plane. 

The following DE's are from Kamke6
: 6.104-11, 6.117, 

6.122,6.124-27,6.129,6.131,6.133-34,6.136-39,6.150-52, 
6.155-58,6.164,6.166,6.168-70,6.173-79 (41 equations). 

The following DE's are from Murphy7: 129-30, 133, 
138,140,142,150,190,195,199,201,203-4,219-22,227-
31,233-34 (24 equations). 

VII. CONCLUSIONS 

The present paper extends our earlier studies on gener­
alized Burgers equations in Papers I and II to encompass 
GBE's with variable coefficient ofviscosity and inhomogen­
eous Burgers equations. The latter equations are also shown 
to reduce to Euler-Painleve form. The GBE with the (time) 
power law coefficient exhibits new behavior not found ear­
lier for nonplanar GBE or GBE with damping. There exist 
solutions in addition to single hump type, which oscillate 
either at x = + 00 or at x = - 00 or at x = + 00 and 
x = - 00. The transition to oscillatory behavior takes place 
when the parameter {J, the degree of nonlinearity in the con­
vective term, assumes a definite value equal to (1 - n)1 
(1 + n) [see Eq. (2.5)]. We also find some exact solutions 
for special cases ofthe GBE's considered in the present pa­
per. The scope of Euler-Painleve equations is considerably 
enlarged by juxtaposing them with a large number of nonlin-
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ear DE's garnered by Kamke6 and Murphy7 from different 
sources and applications. It would seem, therefore, that the 
generalized Euler-Painleve equations [Eq. 0.3)] have a 
larger role to play in a variety of applications than would be 
suggested by GBE's alone. 
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This paper continues our systematic study of unbounded commutants within the framework of 
operators on a partial inner product (PIP) space. The most general commutant ofa set of 
operators on a PIP space is considered and its behavior with respect to a topology finer than 
the weak and quasiweak *-topologies used in previous investigations is studied. The 
relationship between a bicommutant introduced by Shabani and a bicommutant introduced by 
Araki and Jurzak for closed Op*-algebras satisfying some countability conditions is given. 

I. INTRODUCTION 

In recent years unbounded commutants were analyzed 
by many authors, I-II both from the mathematical point of 
view along the lines of the usual theory of W*- and Op*­
algebras, and for their applications in quantum field theo­
ries. 

In Refs. 10 and 11 a general theory of unbounded com­
mutants is developed using the framework of operators on a 
partial inner product (PIP) spaceI2

•13 and some of the re­
sults of Refs. 1-9 are extended to their general case. 

This paper continues the systematic study of unbounded 
commutants started in Refs. 10 and 11. Let V be a PIP space 
and m be an *-invariant subset of the space Op Vof all opera­
tors on V. We will define the commutant of m as being the 
subset m' of all operators ofOp V that commute with m (see 
Sec. II for definitions). This commutant is the most general 
one for a set of elements of Op V. We will also be concerned 
with the bicommutant mil and we will study topological 
properties of both m' and mil with respect to a topology finer 
than the weak and quasiweak *-topologies used in Refs. 10 
and 11. 

The paper is organized as follows. In Sec. II, following 
Refs. 12-15 we recall briefly the basic properties of PIP 
spaces and operators on them. Let m be an *-invariant subset 
of Op V. We define on the space Lm of all left multipliers of 
m (resp. the space Rm of all right multipliers of m) the 
locally convex topologies t' (m) and t ~ (m) [resp. r (m) 
and t ~ (m)] and prove some sequential completeness prop­
erties of Op V, Lm, and Rm with respect to these topologies. 
In this section we also define the commutant and bicommu­
tant we will study in this paper and compare them with those 
introduced in Refs. 1-11. 

In Sec. III after noting that the four topologies defined 
on Lm and Rm coincide on the commutant m' [we denote 
this topology by t( m) ], we investigate the topological prop­
erties of m' (resp. mil) with respect to the t(m)-topology 
[resp. the t( m') -topology]. In particular, we show that m' is 
closed in LmnRm with respect to the t(m)-topology and 
similarly for mil in Lm'nRm' with respect to the t(m')­
topology. Thus here these topologies seem to play the role of 
the weak topology for bounded operators. In this section we 
also prove under the assumption of reflexivity of the dual 
pair (V# ,V) that m' is t(m) sequentially complete. 

a) On leave of absence from the Department of Mathematics, University of 
Burundi, B.P. 2700 Bujumbura, Burundi. 

In Sec. IV we answer the following question: When is 
our bicommutant the closure of the original set of operators 
with respect to the t(m')-topology? We give a sufficient con­
dition yielding this result. 

Section V provides a comparison of our bicommutant 
with a bicommutant (to be denoted by m~) introduced in 
Ref. 4 for closed Op*-algebras satisfying some countability 
conditions. We show that our bicommutant is contained in 
the bicommutant of Ref. 4. 

An analogous comparison for commutants was carried 
out in Ref. 10 where the equality m' = m~ = me = m~ was 
obtained. Here me denotes the strong unbounded commu­
tant, 1.3 whereas m~ stands for the weak unbounded commu­
tant.S•8 

II. THE PARTIAL *-ALGEBRA OF OPERATORS ON A 
PARTIAL INNER PRODUCT (PIP) SPACE 

A. Abstract partial *-algebra (Refs. 16 and 17) 

Definition 2.1: A partial *-algebra is a complex vector 
space U with an antilinear involution Xl--+x* and a subset 
r C U X U such that: 

(i) (x,y)e r iff (y*,x* )er; 
(ii) if (x,y)er and (x,z)er, then (X,A.y + pz)er, for all 

A,pee; 
(iii) whenever (x,y)er, there exists an element xyeU 

with the usual properties of product: 

x(y + AZ) = xy + A(xz), (xy)* = y*z* . 

Definition 2.2: Let m CU. We define the set of left multi­
pliers of m by 

Lm = {xeU I (x,y)er, for allyem}. 

Similarly the set of right mUltipliers of m is given by 

Rm = {xeUI(y,x)er, forallyem}. 

In particular, for single elements we have 

L(z) =L{z} and R(z) =R{z}. 

This suggests the simpler notation, 

(x,y)er ¢:> xEL(y) ¢:> yeR(x) . 
Definition 2.3: A vector subspace mC U is called a 

*-subalgebra of the partial *-algebra Uifthe following con­
ditions are satisfied: 

(i) m contains the identity; 
(ii) m is *-invariant, i.e., xem implies x*em; 
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(iii) if x,yem and xeL(y), then xyem. 
As pointed out in Ref. 18, for partial *-algebras, the 

usual definition of associativity is rarely realized in practice. 
However, for most purposes, a weaker concept is sufficient. 

Definition 2.4: The partial *-algebra U is called semias­
sociative iffor any X,y,zEU such that yeR (x) and zER U the 
following conditions are satisfied: 

(i) yzER(x); 
(ii) (xy)z = x(yz). 

B. Operators on a PIP space 

t. Basic properties 

A PIP spacel2- 15 consists of a complex vector space V, a 
nondegenerate Hermitian form ( '1' ), and a family of vector 
subspaces { V" rEf} satisfying the following conditions. 

(i) The family Y = {V" rEf} covers V and is an involu­
tive lattice with respect to set intersection, vector sum, and 
involution #: V,++Vr' Besides elements of Y, we consider 
also the extreme spaces 

V # = n V, and V = U V, . 
~J ~J 

(ii) The Hermitian form ('1'), called the partial inner 
product, is defined on U ~J V, X VI" 

(iii) V possesses a central Hilbert space, i.e., there exists 
an element 0 = 0 in I such that Vo = Vo ==dY is a Hilbert 
space with respect to ( '1' ). 

The assumption of nondegeneracy (V#)l = {o} im­
plies that every pair ( V" VI') as well as ( V # ,V) is a dual pair 
with respect to ('1'), Therefore each V, may be endowed 
with its canonical Mackey topology r( V" VI') and similarly 
for V# ,V. This choice implies the following. 

(i) Whenever Vp C Vq, the embedding Eqp: Vp'-+ Vq is 
continuous and has dense range. 

(ii) V # is dense in every V, and every V, is dense in V. 
Anoperatorl3 on the PIP space VisamapA: ~ (A) --> V, 

where ~ (A) is the largest union of subspaces V, such that 
the restriction of A to any of them is linear and continuous 
into V. Such operators may be extremely singular, since the 
range of A I v# may be much larger than the central Hilbert 
space dY. Yet every operator A has an adjoint A x , which is 
also an operator on V, and the correspondence A++A x is an 
involution on the set Op V of all operators on V. The set 
Op V is a vector space but not an algebra (it is a partial 
x -algebra I6

•
17 ); two operators A and B may always be add­

ed, but their product AB is defined only if there is a contin­
uous factorization through some Vq , 

B A 

V # --> Vq --> V . 

An operator AEOP V is called regularl9 if ~ (A) 
= ~ (A x ) = V; equivalently, if A maps both V# and V 

into themselves continuously. It is well known that 
equipped with the involution A++A *, where A * is the re­
striction to V# of the adjoint operator A x , the set Reg V 
of all regular operators on Vis a *-algebra, isomorphic to an 
Op*-algebra,20 i.e., a *-sublagebra with unit of the algebra 
L + (V# ) of all closable operators on dY, which together 
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with their (Hilbertian) adjoint leave V# invariant. The 
space Op V contains another remarkable subset, namely, 

C( V#,dY) = {A closable in dYl V# C~ (A) n~ (A *)} 

= {AEOp VIA,A *: V#-->dY}. 

We have Reg VkC(V#,dY)kOp V. 
We will assume that V is quasicomplete in its Mackey 

topology. This implies in particular that Reg V is isomor­
phictoL + (V# ); see Ref. 19, Proposition 2.5. The condition 
of Mackey quasicompleteness of V is actually satisfied in 
almost all examples; the only known exceptions are patho­
logical. 2 1.22 

Proposition 2.5: The space Op Vis semiassociative. 
Proof: Let A,B,CEOp V be such that BER (A) and 

CER Op V. We recall that R Op V= {XEOp VI 
X: V#-->V#}. Let us show that BCER(A) and 
(AB)C=A(BC). 

For all/EV# we have 

[A(BC)]/= A (BC)/= A(BC/) = (AB)C/. 

The product (AB)C is well defined since C: V# --> V# and 
BER (A). Therefore the product A (BC) exists, i.e., 
BCER(A) andA(BC) = (AB)C. 

2. Top%gies on the spaces of multipliers 

Let m be a x -invariant subset with unit ofOp V. Then m 
generates two locally convex topologies on Rm defined by 
the following family of seminorms: 

tl(m): BERmf--o+l «AB)J,g) I , 
t ~ (m): BERmf--o+l «AB)J,g) I + I «AB) xJ,g) I, 

VJ,gEV# and AEm. 

Similarly one may define on Lm the following topologies: 

t '(m): CeLmf--o+l « CA )J,g) I , 
t~(m): CeLmf--o+l«CA)J,g)1 + I«CA)xJ,g) I, 

VJ,gEV# and AEm. 

In general we have t I(m) < t ~ (m) and t 'em) < t ~ (m); 
where < means "weaker than." If m = {l}, then 
t l (1) = t' (1) ==t( 1) is the weak topology considered in 
Ref. 10 (also called V# -weak topology), whereas 
t ~ ( 1) = t ~ ( 1) == t. ( 1) coincides with the quasiweak *-to­
pology introduced in Ref. 11. 

These topologies are related in the following way: 

t'(m) >t'(1) = t l(1) >tl(m), 
A A A A 

t~(m»t~(1) =t~(1)<t~(m). 

Proposition 2.6: Let V be a PIP space. If ( V# ,V) is a 
reflexive dual pair, then Op Vis t( 1 )-sequentially complete. 

Proof: Let {Tn} be a t l ( 1 ) -Cauchy sequence in Op V, 
i.e., for all/EV# , {Tn.li is a t l (I)-Cauchy sequence in V. 
Since ( V# , V) is reflexive, it follows that V# and Yare qua­
sicomplete with respect to the weak topologies 0'( V# ,v) 
and 0'( V, V# ). Therefore V# and Yare weakly sequentially 
complete, i.e., 

w-lim T J = T/E V. 
n- 00 
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This means that Tis a map from V# into V. In order to prove 
that T is continuous, one uses the dual mapping theory. 23 

Remark 2. 7: Actually the condition of reflexivity of the 
dual pair (V# , V) is weak enough to cover most of the spaces 
of practical interest, in particular all spaces of distribu­
tions. ls 

Proposition 2.8: Let m be a x -invariant subset with unit 
of Op V. If for every rei, (V" VI') is a reflexive dual pair, 
then Rm is tl (m)-sequentially complete. Similarly Lm is 
t" (m) -sequentially complete. 

Proof: Let {Bn}CRm be a r (m)-Cauchy sequence. 
Since the r ( 1 ) -topology is weaker than the r (m) -topology 
[we write t l (1) <tl(m)], it follows that {Bn} is also a 
t l ( 1 ) -Cauchy sequence. Moreover, since Op V is t l 

( 1 ) -se­
quentially complete, there exists a r (1 )-limit B of {Bn} 
such that BEOp V. The sequence {Bn} is a r (1 )-Cauchy 
sequence, which means that for every AEm, {ABn} is a 
t l (m)-Cauchy sequence and again the fact that 
t l ( 1 ) < r (m) implies that {AB n } is also a r ( 1 ) -Cauchy se­
quence, i.e., tl (1 )-limn~ 00 ABn = QeOp V, which means 
that for allj,geV# we have 

lim (ABJ,g) = (Qj,g) . 
n~ 00 

The sequence {Bnf} is a r (1 )-Cauchy sequence in 9' (A) 
and since for every rei, (V" VI') is a reflexive dual pair, it 
follows that 9' (A) is tl 

( 1 ) -sequentially complete. There­
fore 

n~ 00 

and hence 

t l(1)-lim AB,./=ABf= Qf, 
n~ 00 

which means that Q = AB, i.e., BERm. 

3. Commutants and blcommutants 

(a) Commutants: Let m be a x -invariant subset of Op V. 
In Ref. to the following commutant was introduced: 

m' = {XEOp VIXELmnRm=M(m), 

XA = AX, 'VAEm}. 

It was pointed out there that m' is a vector subspace of 
M(m). Moreover, it is x -invariant and contains the identi­
ty. But nothing more is known about this commutant and 
our aim in this paper is to perform a systematic analysis of m' 
along the lines of the usual theory of von Neumann algebras. 

The regular part of m', i.e., 

m; =m'nL + (V#) = {XEL + (V#) lAX = XA, 'VAEm} 

is the strong unbounded commutant studied in Ref. 10. It is 
an Op*-algebra on V#. 

If m is an Op*-algebra on V#, then the condition 
XeM(m) in the definition of m' is automatically satisfied 
and in this case m' coincides with the commutant ma consid­
ered in Ref. to. 

Furthermore, if m is an Op*-algebra on V#, then one 
may define the following (weak) commutant is Op V: 
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m~ = {XEOp VI(Xf,A *g) = (Af,x*g), 

'Vf,geV# and AEm} . 

We note that m~=m~nC( V#,~) is the weak unbounded 
commutant introduced in Ref. 5 (see also Ref. 8). 

From the above discussion, it follows that the different 
commutants introduced in this section are related in the fol­
lowing way: 

m;~m~~m' = ma = m~. 
Indeed we have the following proposition. 

Proposition 2.9: If m is an Op*-algebra on V#, then 
ma =m~. 

Proof: Let XEma, i.e., for allj,geV# and AEm we have 

«XA)j,g) = «AX)j,g) . 

Then 

«XA)f,g) = (Af,x*g) = (f,A *X*g) . 

= (f,x*A *g) = (Xf,A *g) . 

Thus if XEma then (Af,x*g) = (Xf,A *g), i.e., XEm~. 
(ii) Let now XEm~. Then for allf,geV and AEm we 

have «XA)j,g) = (Aj,X*f) = (Xf,A *g) = «AX)j,g), 
i.e.,XEma· 

At this stage, the natural question which arises is the 
following: When do the five commutants introduced above 
coincide. Let m be an Op*-algebra on V# . Then m defines 
on V# a locally convex topology t m (called the m topology) 
by the family of semi norms f-IIAfll;jEV#, AEm. This to­
pology is the coarsest locally convex topology on V# such 
that every AEm is continuous from V# [tm ] into ~ en­
dowed with the usual Hilbert space norm topology. 

Definition 2. 10: The Op*-algebra m is said to be closed if 
V# [tm] is complete. 

A comparison of the commutants m;, m~, and ma was 
done in Ref. to for closed Op*-algebra on V# satisfying the 
condition 10 (Ref. 4) (i.e., m contains a generating mono­
tone increasing sequence An> 1 such that A n V # = V #). In 
this case we obtain the equality m; = m~ = m' = ma = m~. 

If m is a x -invariant subset of Op V, then one may also 
define the following commutant: 

m~ = {XEL +( V#)I(Xf,A *g) = (Af,x*g); 

'V j,geV# and AEm}. 

Following Proposition 2.9, one can easily prove that 

m~ = m;~m'. 

As pointed out in Ref. to, in general, m' is not a 
*-subalgebra of Op V. 

Proposition 2.11: Let m be an Op*-algebra on V# . Then 
m' is a *-subalgebra ofOp V. 

Proof: Let X, YEm' and assume the product XY is de­
fined. 

We want to show that XYEm', i.e., for allf,geV# and 
AEm, the following relation holds: 

(Aj,(XY)*g) = «XY)f,A *g) . 

We have 
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(Af,(XY)*g) = (Af,Y*X*g) = (YAf,x*g) = (AYf,x*g) 

= (Yf,A *x*g) = (Yf,x*A *g) 

= «xy)f,A *g), i.e., XYem'. 

(b) Bicommutants: In this paper we will be concerned 
with the following bicommutant. 

Let m be a x -invariant subset of Op V. Then we define 

m" = {YeOp VIYeM(m'), YX=XY, VXem'}. 

This bicommutant is related to m;;' == {YeOp V I YX 
= XY, VXem;} (cf. Ref. 10) in the following way: 

m"~m;;' = (m;)'COp V. 

III. TOPOLOGICAL PROPERTIES OF THE COMMUTANT 
AND BICOMMUTANT 

Since m' CLm n Rm, it follows that one can consider on 
m' either of the four topologies defined on the spaces of mul­
tipliers of m. Clearly, since the elements of m and m' com­
mute, the four topologies coincide on m' and we will write 
simply t(m). 

On m" we will consider the topology t( m') given by the 
seminorms, 

t(m'): Bem".-I «AB)f,g) 1 = 1 «BA)f,g) I, 

Vf,geV# and Aem' , 

and on m~m", the t(m')-topology inherited from m". 
It is well known that for the algebra B(K) of bounded 

operators, the usual commutant and bicommutant are 
closed in the weak ( and a fortiori the strong) topology. 24 

Let m be a x -invariant subset of Op V. In this section, 
replacing the weak topology, respectively, by t(m) and 
t( m'), we extend the above property of bounded commutant 
and bicommutant to m' and m", respectively. Furthermore, 
we describe the relation between the commutant of m and 
that of its t(m') closure and we show, under the assumption 
ofreftexivity of the dual pair (V#,V), that m' is t(m)-se­
quentially complete. 

Proposition 3.1: If m is a x -invariant subset with unit of 
Op V, then m' is closed in M(m) with respect to the t(m)­
topology. 

Proof Let AeOp Vbe the limit of a t( m) converging net 
{Aa}Cm', i.e., forallf,geV# andBem we have 

lim(BAJ,g) = lim(AaBf,g) = (ABf,g) , 
a a 

which implies that 

(ABJ,g) = lim(AaBf,g) = lim(BAaf,g) 
a a 

= (BAf,g), i.e., Aem' . 

Corollary 3.2: If m is a x -invariant subset of Op V, then 
mIt is closed in M(m') ==Lm'nRm' with respect to the 
t(m')-topology. 

Proposition 3.3: If m is a x -invariant subset of Op V, 
then the commutant of m is equal to the commutant of its 
t(m') closure, i.e., 

m' = (in'(m'», . 
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Proof The inequality (iii,(m'»'Cm' follows from the 
fact that m C m,(m'). Let us now prove the opposite inclusion 

Let Beni,(m'l, i.e., there exists a net {Ba} C m such that 
t(m')-lima Ba = B. Let Xem', i.e., XBa = BaX. Then, for 
allf,geV#, we have 

(XBf,g) = lim (XBa f,g) = lim(BaXf,g) = (BXf,g) , 
a a 

Corollary 3. 4: Let m I and m 2 be two x -invariant subsets 
ofOp V, such that mlCm2 and m l is t(m;) dense in m 2. 
Thenm; =mi. 

Proof The inclusion mi C m; follows from the fact that 
m l Cm2. Now since m l is t(m;) dense in m2, i.e., 

m2Cm~(m\l we get (m~(m;»'Cmi. From the proposition 

3.3, we know that (m~(m;»' = m;, which implies that 
m; Cmi, and hence the equality m; = mi . 

Proposition 3.5: Let m be a x -invariant subset with unit 
ofOp V. If( V# , V)is a reftexive dual pair, then thecommu­
tant m' is t(m)-sequentially complete. 

Proof Let {Xn}Cm' be a t(m)-Cauchy sequence and 
consequently a t(1 )-Cauchy sequence. Since Op Vis t( 1)­
sequentially complete, for every Aem, the following t( 1)­
limits exist in Op V: 

Xn-+X, 

AXn-+Ax, 

XnA-+XA, 

which implies that t(m)-limn_ oo Xn =X. Moreover 
AX = XA, which means that Xem'. 

IV. BICOMMUTANT AND THE t(m') CLOSURE OF m 

Since m" is closed with respect to the t(m')-topology, 
the natural question to ask is whether it coincides with the 
t( m') closure of m. In this section we give a sufficient condi­
tion which guarantees this result. 

Following Ref. 25, we will say that a subspace Wof a 
PIP space V is orthocomplemented in V, if W is the range of 
an orthogonal projection P, i.e., W = PV. 

Proposition 4.1: Let m be an Op*-algebra on V# . Iffor 
all jeV# and Cem', the CT( V, V#) closure W = mCfu 

= Cmfu of mCf is orthocomplemented in V then 
m" =m,(m'). 

Proof The inclusion m,(m*)Cm" follows from the fact 
that m" is closed with respect to the t(m') topology. 

Let us now prove the opposite inclusion. 
(a) Letfe V# , Cem', and P w be the orthogonal projec­

tion on W = mCfu. Since m is an Op*-algebra it is 
CT( V, V# ) continuous and therefore it leaves W invariant, 
i.e., P w em'. 

Now take Yem" and any geV#. Then 

(f,C*Y*(1-Pw)g) = (CJ,Y*(l-Pw)g) 

= (CJ,(l-Pw}Y*g) 

= «(l-Pw)Cf,Y*g) =0, 

i.e., YCf = P w YCj 
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We then conclude that given Yem", for every E>O, 
fe V# there exists Mem such that 

I ( Y - M) CJ,h > < E; he V # . 

Let us show that m" C iiit(m') . We recall that zero neigh­
borhoods in the t(m')-topology are of the form 

Y f" ... J,.;h" ... ,hn;C, .... ,Cn;e (0) 

= {AEM(m') II (ACdl,h l> I < E, ... ,I (AC.Jn,h n >1 <e}, 

for any finite sequences/;,hjeV#, Cjem'; i = 1, ... ,n. 
It is sufficient to prove that if Yem" ,/;,hjeV#, Cjem', 

i = 1,2, and E>O then there exists Mem such that 

(Y - M)EYf,Ji;h"h,;C"C,;E (0). 
For this consider the PIP space V $ V with central Hil­

bert space K $ K, and the subalgebra m $ m of 
L + ( V # $ V #). Every Mem gives rise to a regular operator 

We denote by m the set of such operators, i.e., 

We can compute explicitly the unbounded commutant and 
bicommutant of m and we get, respectively, 

-, {x ~II X12)lx I •• 12} m = = ijem; l,J =, , 
21 X22 

m" {Y= (~ ~)IYemll} =~ . 
Now, applying the results of part (a) of this proof to m" we 
get that VYem", vj;itv# $ V# and E>O there exists Mem 
such that 

I«Y - M)CJ,it >1 <E. 

Thus is i = (X ) and it = (Z~) it follows that 

1« Y - M)Cfl,h l> 1< E/2 
and 

1« Y - M) Cf2,h2 ) I < E/2 . 
(c) In part (b) we have used the fact that the subspace 

m (2J, ) q is left invariant by m. Now, since Cit C2em' implies 

({f' ~,)em' and m(~~J,)" is also invariant under m, it fol­
lows that V Yem" and V E > 0, there exists Mem such that 

I«Y - M)Cdl,h,) I <E/2 

and 

1« Y - M)Czf;,h2>I <E/2. 

Thus (Y - M)eYf,Ji;h.,h,;C,C,;E (0). Since that is true for any 
neighborhood, we have that Yeiii,(m') . 

v. CLOSED Op*·ALGEBRAS AND THE ARAKI-JURZAK 
BICOMMUTANT 

In Ref. 10 it was shown that if m is a closed Op*-algebra 
satisfying the condition /0' then m~ = mi. Actually, in this 
case all the commutants considered in this paper coincide, 
i.e., 

m~ m;=m~=mb=m~=m'CL+(V). 

In this section, following the strategy of Ref. 10, we study the 
relationship between the bicommutants m:'; and m". 
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Let m be a closed Op*-algebra on V# and denote by 
B(V#[tm],V#[tm]) the set of all sesquilinear forms 
which are jointly continuous in the m-topology, i.e., for all 
{3eB( V# [tm ], V# [tm ] ) there exists an Aem such that for 
some constant M and allJ,geV#, we have 

IP(J,g)I<MIIAfIiIiAgll· 

One may define the following commutant and bicommu­
tant4

: 

m~ = {BeB( V# [tm ], V# [tm]) IP(Aj,g) = P( foA *g); 

VJ,geV# and Aem} , 

m:';A = {rEB( V# [tm:.]' V# [tm:' p Ir( Cf,g) = r( J,C*g); 

Vf,geV# and Cem~}. 

Proposition 5.1 (Ref 4): If m is a closed Op*-algebra on 
V# satisfying the condition /0' then 

(i) m~ is an Op*-algebraon V# satisfying/o, butm~ is 
not closed (which implies that in general m:';A is not an Op*­
algebra). 

(ii) The m topology is metrizable; it is given by the se­
minorms, 

f-IiAnfll; neN, feV#. 

Let m be a closed Op*-algebra on V# satisfying /0' First 
of all we know that m:';A is contained in B( V# [tm:,]' 

. V # [ t m:' ] ), whe:.eas m II belongs to Op V which is isomor­

phic to the space B ( V # [ r] , V # [ r] ) of all Mackey separate­
ly continuous sesquilinear forms on V # X V #.13 Therefore, 
m:';A will coincide with m" if, in particular 

B( V# [tm:']' V# [tm:' p =B( V#[ r],V#[ r]) . 

Since the PIP space V posesses a central Hilbert space K, 
the topologies t . and r( V #, V) are comparable. m A 

In general, the Mackey topology is strictly finer than the 
m~-topology and we have the following situation (where 
V .-thedualofV# [t , ] and V.,.-thedual of V# [r] are m... mA 

equipped with their Mackey topologies and each arrow de­
notes a continuous embedding with dense range): 

V#[r]<-+ V# [tm:'] <-+K<-+ Vm:, <-+ V.,. . 

According to Proposition 5,1, the m~ -topology is metrizable 
and this implies that (Ref. 26, Proposition 36.3) on the in­
complete space V # the t ,-topology coincides with the mA 
Mackey topology r( V #, V). 

However, an element of B( V # [ r], V # [ r] ) need not be 
jointly continuous. Therefore we only have the function 

B( V#[r],V#[ r]) CB( V# [tmA] ,V# [tmA]) 

which implies that mil C m:';A' We summarize this analysis in 
the following proposition. 

Proposition 5.2: If m is a closed Op*-algebra satisfying 
the condition /0' then m" Cm~A' 

ACKNOWLEDGMENTS 

This work was begun during a stay at the University of 
Palermo. 

It is a pleasure to thank Professor J-P. Antoine, Profes-

J. Shabani 2409 



                                                                                                                                    

sor G. Epifanio, Dr. F. Mathot, and Dr. C. Trapani for many 
fruitful discussions. I should also like to thank Professor Ab­
dus Salam, the International Atomic Energy Agency, and 
the UNESCO for hospitality at the International Centre for 
Theoretical Physics, Trieste, where this work was complet­
ed. 

I gratefully acknowledge the kind hospitality offered to 
me at the Istituto di Fisica, as well as financial support from 
AGCD and FNRS (Belgium) and CNR (Italy). 

IR. T. Powers, Commun. Math. Phys. 21, 85 (1971). 
2A. Gudder and W. Scruggs, Pac. J. Math. 70, 369 (1977). 
3A. Inoue, Proc. Am. Math. Soc. 69, 97 (1978). 
4H. Araki and J-P. Jurzak, Publ. RIMS, Kyoto Univ. 18,1013 (1982). 
5G. Epifanio and C. Trapani, J. Math. Phys. 25, 2633 (1984). 
6A. Voronin, V. N. Sushko, and S. S. Khoruzhii, Theor. Math. Phys. 59, 
335 (1984); 60,849 (1984). 

7K. Schmiidgen, "Unbounded commutants and intertwining spaces of un­
bounded symmetric operators and ·-representations," Pre print Karl­
Marx-Universitat, Leipzig, 1985. 

"F. Mathot, J. Math. Phys. 26, 1118 (1985). 
9J_p. Antoine, F. Mathot, and C. Trapani, Ann. Inst. H. Poincare 46, 325 
(1987). 

2410 J. Math. Phys., Vol. 29, No. 11, November 1988 

IOJ. Shabani, J. Math. Phys. 25, 3204 (1984). 
"J. Shabani, J. Math. Phys. 28, 2046 (1987). 
12J_p. Antoine and A. Grossmann, J. Funct. Anal. 23, 369 (1976). 
13J_p. Antoine and A. Grossmann, J. Funct. Anal. 23, 379 (1976). 
14J_P. Antoine, J. Math. Phys. 21, 268 (1980). 
15J_p. Antoine, J. Math. Phys. 21, 2067 (1980). 
16H_J. Borchers, in RCP 25 (Strasbourg) 22,26 (1975); Acta Phys. Aus­

triaca Suppl. 16, 15 (1976). 
I7J_P. Antoine and W. Karwowski, Publ. RIMS, Kyoto Univ. 21, 205 

(1985); 22, 507 (A) (1986). 
I"J_P. Antoine and F. Mathot, Ann. Inst. H. Poincare 46,299 (1987). 
19J_p. Antoine and F. Mathot, Ann. Inst. H. Poincare 37,29 (1982). 
20G. Lassner, Rep. Math. Phys. 3, 279 (1972). 
21M. Friedrich and G. Lassner, Wiss. Z. Karl-Marx-Univ. Leipzig Math. 

Natur. Reihe R27, 245 (1978). 
22K_D. Kiirsten, "On topological properties of domains of unbounded oper­

ator algebras," in Proceedings of the II International Conference on Opera­
tor Algebras. Ideals and their Applications in Theoretical Physics. Leipzig, 
1983, edited by H. Baumgiirtel, G. Lassner, A. Pietsch, and A. Uhlmann 
(Teubner, Leipzig, 1984). 

23G. Kothe, Topological Vector Spaces I (Springer, Berlin, 1969). 
24J. Dixmier,lesAlgebresd'operateursdans I'espace Hilbertien (Gauthier­

Villars, Paris, 1962). 
25J_p. Antoine and A. Grossmann, J. Math. Phys. 19, 329 (1978). 
26F. Treves, Topalogical Vector Spaces, Distributions and Kernels (Aca­

demic, New York, 1967). 

J. Shabani 2410 



                                                                                                                                    

Semilinear operators 
c. S. Sharma and D. F. Almeida 
Mathematical Research Unit, Birkbeck Col/ege, University of London, 43 Gordon Square, 
London WCIH OPD, England 

(Received 26 February 1988; accepted for publication 20 July 1988) 

Semilinear operators on a complex Hilbert space are studied in a part of a program that aims to 
develop the theories of additive operators on complex and quaternionic Hilbert spaces for 
application to problems in mathematical physics. The more notable among the new results 
proved on the eigenvalue problem for semilinear operators are the following: (i) if a is an 
eigenvalue of a semilinear operator then so also is any complex number which has the same 
modulus as a; (ii) if a normal semilinear operator has two eigenvectors belonging to different 
eigenvalues, then either the two eigenvectors are orthogonal or two eigenvalues have the same 
moduli; and (iii) a normal semilinear operator has a complete set of eigenvectors if and only if 
it is self-adjoint. Further, it is shown that there exists a norm-preserving semilinear 
isomorphism between the spaces of bounded linear and semilinear operators on a complex 
Hilbert space. Finally it is demonstrated how the theory of semilinear operators can be 
exploited to solve the problems of finding three involutive mutually anticommuting self-adjoint 
two-by-two matrices and four four-by-four matrices with the same properties: the unusual and 
remarkably easy solution of this old familiar exercise establishes the relevance of the theory 
being developed here to physics. 

I. INTRODUCTION 

A semilinear transformation was first defined by Segre1 

about 100 years ago. According to Segre's definition, a semi­
linear transformation is a pair u = (0' ,u") of mappings 
between linear spaces rand 'ir over the fields F and G, 
respectively, where 0' is an isomorphism between the addi­
tive group r and the additive group 'ir, and u" is an iso­
morphism between fields IF and G subject to the condition 

u(au) = u" (a)o'(u), VaElF and VUEr. (1.1) 

The concept was used to obtain a number of useful results in 
projective geometry culminating in the first fundamental 
theorem of projective geometry.2 

Jacobson3 modified the definition so that 0' was merely 
a homomorphism between the additive groups in the two 
linear spaces and used the concept to obtain a penetrating 
result relating isomorphisms of rings of linear transforma­
tions on vector spaces to isomorphisms of the vector 
spaces-a result that is of fundamental importance in the 
representation theory of a simple ring. According to Jacob­
son's definition both linear and antilinear maps between 
complex vector spaces are semilinear. 

For maps between complex vector spaces, many later 
authors (see, for example, Lang4

) used the term semilinear 
to mean the same thing as what physicists call antilinear or 
conjugate linear. In this work, as in our earlier works,5-13 we 
use the term in the sense described in the preceding sentence, 
that is, in a sense synonymous with antilinear and conjugate 
linear. It should be noted that maps semilinear according to 
our definition are also semilinear according to Jacobson's 
definition, but maps semilinear according to Jacobson's de­
finition3 need not be semilinear according to our definition. 

Our original interest in semilinearity arose when we ob­
served that though practically every branch of modern 

mathematics was used in quantum theory, the functional 
calculus used in quantum theory was somewhat primitive 
and messy. We identified that at the root of this malady lies 
the fact that while modern calculus on Banach space is lop­
sided in the sense that it relies too much on linearity, all the 
most important functionals in quantum theory have both 
linearity and semilinearity in equal amounts, which in turn is 
a consequence of the fact that all observed values must be 
real. With an aim to rectify this situation, in Ref. 6 we devel­
oped a new calculus on Banach space in which the novelty 
was that we abandoned the requirement that the derivative 
must be a linear map in favor of the requirement that it must 
be a direct sum of a linear and a semilinear map. When the 
derivative is bounded this is equivalent to abandoning linear­
ity in favor of additivity. 9 A group of Italian physicists have 
developed our calculus further and published five more pa­
pers 14-18 on it. Even though over a dozen papers now exist on 
this calculus, it is still in its infancy and only the simplest 
problems in the calculus of variations on a complex Hilbert 
space have been solved by this calculus. Both the Italian 
group and ourselves are engaged in further work on the sub­
ject which will be reported in due course. 

Semilinearity in quantum theory makes its first appear­
ance in the Riesz representation theorem: the isomorphism 
between a complex Hilbert space and its dual is semilinear. 
As is well-known, Riesz representation theorem lies at the 
heart of the spectacularly successful Dirac formalism. 
Though the overwhelming majority of operators appearing 
in quantum theory are linear, at least two, namely the time 
reversal operator and the charge conjugation operator, both 
of which are of the greatest fundamental importance, are 
semilinear. The time reversal operator was introduced into 
quantum theory by Wigner. 19,20 He also proved 19 that a Hil­
bert space operator which preserves the modulus of the inner 
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product must be either unitary or semiunitary (antiuni­
tary). A related result, which asserts that a transformation 
that preserves convex combinations of quantum mechanical 
states (in this context a state is a non-negative self-adjoint 
operator of unit trace and a convex combination is a linear 
combination with positive coefficients) is either unitary or 
semiunitary, was proved by Kadison.21 Yet the literature on 
semilinear operators is sketchy and unsatisfactory: the most 
comprehensive account, to the best of our knowledge, is to be 
found in the admirable book by Messiah.22 More recently 
several attempts have been made to develop the theory of an 
operator algebra on a quaternionic Hilbert space with the 
aim of finding a more satisfactory description of quantum 
theory: the two more notable studies are by Horwitz and 
Biedenharn23 and Adler.24 In trying to unravel some of the 
complexities (or maybe hypercomplexities) of operators on 
a quaternionic Hilbert space, we observed l2,13 that semilin­
earity plays a fundamental role in the study of such opera­
tors. We then used the ideas developed in Refs. 12 and 13 to 
prove25 an important theorem on the algebra of additive op­
erators on a complex Hilbert space. 

The term algebra is used by algebraists to describe a ring 
that is also a vector space. If used in this sense, the term 
algebra cannot be used to describe the collection of bounded 
linear operators on a quaternionic Hilbert space or the col­
lection of bounded semilinear operators on a complex Hil­
bert space. We observed 12,13,25 that the smallest algebras 
containing these collections are the algebras of additive oper­
ators on a quaternionic and a complex Hilbert space, respec­
tively. Our current interest in semilinear operators owes its 
origin to our desire to develop a rigorous mathematical theo­
ry of the algebras of bounded additive operators on complex 
and quaternionic Hilbert spaces. In this paper we consider 
only semilinear operators on a complex Hilbert space and in 
our next paper26 we consider additive functionals and opera­
tors on a quaternionic Hilbert space using similar methods. 

In Sec. II we develop the definitions and the notations 
that we use in this work, in Sec. III we collect all the results 
proved in earlier works that are relevant to our present 
study, in Sec. IV we present all the new results of the present 
work, in Sec. V we demonstrate the relevance of our study to 
the theory of spinors, and in Sec. VI we conclude with a few 
closing remarks. 

II. FORMALITIES 

We denote the field of real and complex numbers by JR 
and C, respectively, and the skew field of quaternionic 
numbers by H. 

Let K be a vector space over F where :IF = JR, C, or H. 
We define a positive definite Hermitian form on Kby 

(,):KXK-F, 

(au,/3v) = a(u,v)f3 *, 

(u + v,w) = (u,w) + (v,w), 

(u,v)* = (v,u), 

(u,u) = 0, only ifu = 0, 

(2.1 ) 

(2.2) 

(2.3 ) 

(2.4) 

where a* = a ifF is real, a* = complex conjugate of a ifF is 
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complex, and a* = quaternionic conjugate of a if F is qua­
ternionic. 

Let KI and K2 be Hilbert spaces over F. We say that a 
map L: KI -K2 is additive if and only iffor all u,VEK1, 

L(u + v) = L(u) + L(v). (2.5) 

Thus an additive map is a homomorphism of the additive 
group in a vector space. If, in addition, the additive map L 
satisfies. 

L(au) = aL(u), (2.6) 

for all aeF and all UeJf"I' then it is called linear. If, on the 
other hand, the additive map L satisfies 

L(au) = a*L(u), (2.7) 

for all aeF and all UeJf"I' then it is called semilinear or anti­
linear. It was actually shown in Ref. 13 that for a quater­
nionic Hilbert space a semilinear map defined in this way 
leads to a contradiction and, therefore, does not exist. There, 
given any particular choice of i, j, and k, it is necessary to 
define three different kinds of semilinearities called i,j, and k 
semilinearity (see Ref. 13). In this work we do not propose 
to deal with the quaternionic case and so we do not define 
these semilinearities. For our present purposes we concen­
trate our attention to the complex case. From now on, unless 
otherwise stated, K, K 1, K2 denote Hilbert spaces over C. 

An additive map L: KI -K2 is said to be prelinear if 
and only if 

IIL (au) II = lalllLull (2.8) 

for all aeF and all UeJf"I' Note that both linear and semilin­
ear maps are prelinear. 

The collection of all bounded linear maps from K to C 
is a complex vector space that is called the dual of K and is 
denoted by £>. 

The collection of all bounded semilinear maps from K 
to C is a complex vector space that is called the semidual of 
K and is denoted by £>s. 

The collection of all bounded additive maps from K to 
C is a complex vector space that is called the additive dual or 
addual (for short) of K and is denoted by £>a. 

The collection of all bounded linear maps from KI to 
K 2 is a complex vector space that is denoted by 
.2"(K1,K2). Note that 

.2"(K,C) = £>. (2.9) 

The collection of all bounded semilinear maps from K 1 
to K2 is a complex vector space that is denoted by 
Y.2"(K1,K2 ). Note that 

Y .2"(K,C) = £>s. (2.10) 

The collection of all bounded additive maps from KI to 
K2 is a complex vector space that is denoted by 
d(K1,K2). Note that 

(2.11 ) 

The reader will have noticed that our convention is that 
vector spaces are denoted by letters in capital script, maps by 
capital italics, vectors by lowercase italic letters, and scalars 
by lowercase Greek letters. With these conventions writing 
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Lu for L (u) will not give rise to ambiguity and in the future 
we shall do so. 

Let A be either a linear or a semilinear map from K, to 
K 2• A norm of A denoted by /lA /I is defined by the formula 

/lA /I = sup /lAx/l. 
I\xl\=1 

(2.12) 

This definition turns Y (KI,K2) and.Y Y (KI,K2) into 
normed spaces. 

Let.Af1 fB.Af2 be the direct sum of two normed spaces 
.Afl and.Af2. An element of.Af, fB.Af2 is a pair (X I,X2) with 
XIE./YI andx2E./Y2' A norm of (X I,x2) denoted by II (XI,X2) II 
is defined by the formula 

/I (X I,X2 ) II = IIx ,/I + /lx211· (2.13)" 

We shall now define adjoints. These will be defined for 
two kinds of maps: (i) maps between different spaces and 
(ii) maps from a space to itself-such maps will be described 
as operators. Case (ii) is a special case of (i), but the defini­
tions of ad joints look rather different, at least superficially. 
In what follows when a map is regarded as belonging to case 
(i) it will carry a hat and operators will be hatless. 

A 

Let A: K, -K2 be a linear map. The adjoint 
'" - -A *: K 2 - K\ is a linear map defined by the property 

'" '" f(Au) = (A *j)(u), (2.14) 

for all ueKI and all!&2' 
'" Let A: KI-+K2 be an additive map. The adjoint 

'" - -A :: K 2a -KIa is a linear map defined by the property 
A '" j(Au) = (A :J)(u), (2.15) 

for all ueKI and all!&2a' 
Let A: K -K be a bounded linear operator. The ad­

joint A *:K -Kis abounded linear operator with the prop­
erty that 

(Au,u) = (u,A *u), (2.16) 

for all u,ueK. 
Let A: K -K be a bounded semilinear operator. The 

adjoint A *: K -K is a bounded semilinear operator with 
the property that 

(Au,u) = (A *u,u), (2.17) 

for all u,ueK. 
Since an operator A can be regarded as a special case of a 

map between two spaces, we have here two kinds of adjoje.ts 
for A: A *, which is an operator on the same space, and A *, 
which is an operator on the dual of the space on which A acts. 
Note that there is no definition of an adjoint of a semilinear 
map corresponding to the definition (2.14) for linear maps. 
An easy computation shows that an attempt to define the 
adjoint of a semilinear map as a semilinear map with a prop­
erty analogous to (2.14) leads to disaster. However, a semi­
linear map is also additive and definition (2.15) is a general­
ization of (2.14) and works equally well for linear, semilin­
ear, and additive maps, but the ad joints thus defined are all 
linear. The linear adjoint defined in this way for a semilinear 
operator was reconciled with the semilinear adjoint defined 
through (2.17) in Ref. 13. 

We now have a further collection of useful definitions, 
where we use the not uncommon convention that unless oth-
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erwise stated the domain of an operator is the whole of K 
and indeed in this work we do not use a single operator 
whose domain is not the whole space. 

Let A be a linear or a semilinear operator on K. A sub­
space.A' ofKissaid to beinuariantunder A if A (.A') C.A', 
or in other words if ueJI implies AueJI. 

Let A be a linear or a semilinear operator on K and let 
.A' be a subspace of K with the property that both .A' and 
.A'1 are invariant under A, then.A' is said to reduce A. 

Spaces of bounded linear, semilinear, and additive oper­
ators on K will be denoted by Y(K), .Y Y(K), and 
.#(K), respectively. 

A bounded linear or semilinear operator A on K is 
called normal if and only if 

AA*=A*A. (2.18) 

A bounded linear or semilinear operator A on K is 
called self-adjoint if and only if 

A=A*. (2.19) 

A bounded normal operator U on K satisfying 

UU* = I, (2.20) 

where I is the identity map on K and is called (i) unitary if it 
is linear or (ii) semiunitary if it is semilinear. 

Note that it follows from their definitions that self-ad­
joint (whether linear or semilinear), unitary, and semiuni­
tary operators are all normal. 

Let r be a vector space on a field F. Let a product be 
defined on r in such a way that it turns r into a ring, then 
r with this additional operation is called an algebra. If such 
an algebra in addition satisfies the property that 

(au)({3u) = a{3(uu), (2.21) 

then it is called a K algebra. It turns out that Y (K) with 
the product defined by composition of maps is a K algebra, 
.# (K) with the product defined in the same way is an alge­
bra but not a K algebra, and .Y Y (K) with the product 
defined by composition of maps does not satisfy the require­
ments of being an algebra. 

Let A be an operator or a matrix. Then A is said to be 
inuolutiue27 if and only if 

A 2 = I. (2.22) 

Let .# be an algebra. An inuolution * on .# is an involu­
tive operator on .# that takes A to A * and satisfies the fol­
lowing properties: (i) * is a homomorphism of the additive 
group in the algebra, that is, 

(A +B)* =A * +B*, (2.23) 

for all A,Be.#; (ii) * is product reversing, that is, 

(AB)* = B *A *, (2.24) 

and being involutive, of course, means that it satisfies 

A ** =A, (2.25) 

for all Ae.#; This definition is a generalization of the one 
given by Rudin.28 Here, unlike Rudin, we do not require * to 
be semilinear but we require it to be additive. 

Let A be an operator on a complex Hilbert space K. 
Then a nonzero vector u satisfying 
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Av = av, (2.26) 

for some complex number a, is called an eigenvector of A. 
Eigenvectors of A belonging to the eigenvalue + 1 are called 
fixed points of A. 

III. SOME KNOWN RESULTS 

In this section we state without proof results that are 
known and are relevant to the further development of our 
theory. We, however, give references to the works where the 
proofs can be found except in cases where the proof is imme­
diately obvious. 

Proposition 3.1: The product (by composition) of two 
linear operators or two semilinear operators is linear and the 
product of a linear operator and a semilinear operator is 
semilinear. 

Proof Obvious. 
PropOSition 3.2: Let A be a semilinear operator on a com­

plex Hilbert space K. Then the following statements about 
A are equivalent: (a) A is continuous at a point xoeK; (b) A 
is bounded; (c) A is continuous at every point xeK. 

Proof See Ref. 6 after noting that both semilinear and 
linear operators are prelinear and that K is a normed space. 

Remark: In making use of Ref. 6 note that Proposition 
[P2] there is false in that the space of pre linear operators is 
not a vector space because the sum of a linear operator that 
takes the vector au to av and the semilinear operator that 
takes the same vector to a*v is clearly not prelinear. How­
ever, for each of the spaces 2"(K1,K2 ), .Y 2"(K1,K2 ), 

and .#(K1,K2 ) Proposition [P2] in Ref. 6 appropriately 
modified is valid with the proof given there being correct. 

Proposition 3.3: The space of bounded additive opera­
tors on a complex Hilbert space K is the direct sum of 
spaces of bounded linear and semilinear operators on K. 

Proof See Ref. 9. 
Proposition 3.4: Let y be any element of a complex Hil­

bert space K. Let cI;l y be the semilinear functional on K 
defined by 

cI;ly (x) = (y,x). (3.1 ) 

The correspondence y I---+cI;l Y is a norm-preserving linear iso­
morphism from K to Ks. 

Proof See Ref. 13. 
Proposition 3.5: If the semidual is identified with the 

original space by the isomorphism of Proposition 3.4 and the 
dual is identified with the original space by a similar but 
semilinear isomorphism, then the adjoint of a semilinear 
map defined by (2.15) becomes identical with that defined 
by (2.17). 

Proof See Ref. 13. 
Proposition 3.6: The algebra of bounded additive opera­

tors on a complex Hilbert space K is the smallest algebra, 
that is, a vector space in which a ring structure is defined on 
the set of vectors, containing both linear and semilinear 
bounded operators on K. Furthermore, the algebra is 
normed and the correspondence between an operator and its 
adjoint is a norm-preserving involution on this algebra. 

Proof: See Ref. 25. 
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IV. SOME NEW RESULTS 

The end of a proof is marked by a D. 
Proposition 4.1: LetA be a semilinear operator on a com­

plex Hilbert space K. Let u be an eigenvector of A belonging 
to the eigenvalue aelC. Then every complex number r satis­
fying 

Irl = lal (4.1) 

is also an eigenvalue of A and every vector v in the one­
dimensional subspace spanned by u is also an eigenvector 
belonging to some eigenvalue satisfying (4.1). 

Proof Every r satisfying (4.1) can be written as 

r = laleiO, (4.2) 

with 0e[0,21T[, and in particular a itself can be written as 

a = lalei4>, (4.3) 

for some tfoe[0,21T[. 
Now 

Au = au = lalei4>u, 

hence 

Ae- i(O-4>ll2u 

(4.3') 

= ei(O-4>l/2Au = ei(O- 4>l/2Ialei4>u = laleiOe- i(O-4>l/2U• 

(4.4) 

Thus r = laleiois an eigenvalue. 
If v belongs to the one-dimensional subspace spanned by 

u, then 

v = su = Is leiPu, 

for some pe [0,217'[. Then 

Av = Is le- ipAu = Is Iiale- i(p-4> l U 

= lale- i(2p- 4>l ls leipu 

(4.5) 

= lale- i(2p-4>lv, (4.6) 

which shows that v is an eigenvector of A belonging to the 
eigenvalue lale - i(2p- 4>l, which, of course, satisfies (4.1). 0 

Remark: An eigenvector as in the linear case spans an 
eigenspace 'if, but for semilinear operators 'if does not corre­
spond to a fixed eigenvalue, rather it is characterized by an 
eigencircle in the complex plane. Each vector in 'if is an 
eigenvector belonging to an eigenvalue somewhere on the 
circle and each point on the eigencircle has infinitely many 
eigenvectors in 'if (we find one such eigenvector v by Propo­
sition 4.1 and then note that sv with S real belongs to the 
same eigenvalue). Here we have a forerunner of what hap­
pens in the quatemionic case12

•
29 and here, too, we can define 

an equivalence class of eigenvalues and call it an eigenclass. 
However, as was shown in Ref. 12, defining such an equiv­
alence class does not seem to serve any very useful purpose. 

Proposition 4.2: LetA be a semilinear operator on a com­
plex Hilbert space K. Let JI be a subspace of K invariant 
under A. Then Jl1 is invariant under A *. 

Proof Let ueJI and let veJl1
• Then invariance of JI 

under A implies that AueJI. Thus 

(Au,v) = 0 = (A *v,u), (4.7) 

for every ueJI, which shows that A *veJl1
• 0 

Corollary 4.2.1: Let A be a semilinear operator on a com-
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plex Hilbert space K. Let ~ be a subspace of K invariant 
under both A and A *. Then ~ reduces A. 

ProoF It is given that ~ is invariant under both A and 
A * and invariance of ~ under A * implies by the main Prop­
osition that~! is invariant under A. 0 

Proposition 4.3: Let A be a normal semilinear operator 
on a complex Hilbert space K. Let ~ be a subspace of K 
spanned by the eigenvectors of A. Then ~ reduces A and the 
restriction of A to ~ is self-adjoint. 

ProoF We shall first show that if u is an eigenvector of A 
belonging to the eigenvalue a, then u is also an eigenvector of 
A * belonging to the same eigenvalue. This is done by com­
puting II (A * - a)ull 2 as follows: 

«A * - a)u,(A * - a)u) 

= (A *u,A *u) - a(u,A *u) 

- a*(A *u,u) + aa*(u,u) 

= (AA *u,u) - a(u,Au) - a*(Au,u) + aa*(u,u) 

= (A *Au,u) - a(u,Au) - a*(Au,u) + aa*(u,u) 

= (Au,Au) - a(u,Au) - a*(Au,u) + aa*(u,u) 

= «A - a)u,(A - a)u) = O. (4.8) 

Hence 

(A * -a)u =0 (4.9) 

and u is an eigenvector of A * belonging to the same eigenval­
uea. Thusin~,A andA * have the same action on members 
of a basis and therefore on the whole subspace and thus the 
restriction to ~ of both A and A * are identical. Finally it is 
evident that ~ is invariant under both A and A * and there­
fore by Corollary 1 ~ reduces A (and also A *). 0 

Corollary 4.3.1: Let A be a normal semilinear operator 
on a complex Hilbert space K. If there exists a basis in K 
each of whose members is an eigenvector of A, then A is self­
adjoint. 

ProoF The proof follows from Proposition 4.3 by noting 
that the span of the eigenvectors is the whole space K. 0 

Remark: In a one-dimensional space every semilinear 
operator is a scalar multiple of complex conjugation and 
therefore has an eigenvector. Since the span of its eigenvec­
tors reduces A in an n-dimensional space if it has (n - 1) 
linearly independent eigenvectors, then it must also have n 
linearly independent eigenvectors. These facts can be sum­
marized in the following corollary. 
. Corollary 4.3.2: Let A be a normal semilinear operator 
on an n-dimensional complex Hilbert space K. Then A is 
either self-adjoint or the number of linearly independent ei­
genvectors of A does not exceed (n - 2). 

Remark: Proposition 4.3 shows that every normal semi­
linear operator A on K has a decomposition A = B + C in 
which Band C have invariant essential supports (the essen­
tial support of an operator is the orthogonal complement of 
its kernel) in orthogonal subspaces and B is self-adjoint. This 
may suggest that C is anti-self-adjoint, that is, C = - C *, 
but the example constructed in Proposition 4.6 shows that 
this is not necessarily true. 

Proposition 4.4: Let A be a semilinear self-adjoint opera­
tor on a finite dimensional Hilbert space K. Then there ex­
ists at least one eigenvector of A in K. 
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ProoF Here A is semilinear and self-adjoint implies that 
A 2 is linear and self-adjoint. Hence by the spectral theorem 
for linear self-adjoint operators A 2 has a complete set of ei­
genvectors and in particular it has an eigenvector u belong­
ing to a real eigenValue r. We consider the following possi­
bilities. 

(i) r = O. Then it is easy to see that u is an eigenvector of 
A belonging to the eigenvalue O. 

(ii) r:;fO. Then an easy calculation shows that either iu 

or .Jru + Au is an eigenvector of A belonging to the eigen­

value.Jr. 0 
Proposition 4.5: Let A be a semilinear self-adjoint opera­

tor on a finite dimensional complex Hilbert space K. Then 
A has a complete set of eigenvectors. 

PrOOF Let dim K = n. By Proposition 4.4 we find one 
eigenvector u of A and let ~ be the one-dimensional sub­
space of K spanned by u. Then by Proposition 4.3 ~ re­
duces A which means that the restriction of A to ~! is a self­
adjoint semilinear operator on an (n - 1) -dimensional 
Hilbert space. By repeated application of Propositions 4.4 
and 4.3 we get n mutually perpendicular eigenvectors of A 
[actually if we use Corollary 4.3.2 it is sufficient to have 
obtained (n - 1) such eigenvectors} and since dim K = n, 
these eigenvectors must span K. 0 

Remark: The Dirac formalism suggests that it could be 
possible to generalize Proposition 4.5 to the infinite dimen­
sional case. A rigorous generalization in terms of spectral 
measures rather than eigenvectors is under construction and 
will be presented in a forthcoming paper. We have now seen 
that normal semilinear operators that have a complete set of 
eigenvectors are self-adjoint and we have also seen that self­
adjoint semilinear operators have a complete set of eigenvec­
tors. The question that arises next is the following: is there a 
normal semilinear operator that is not self-adjoint or, in oth­
er words, which does not have a complete set of eigenvec­
tors? We present the answer in the following proposition. 

Proposition 4.6: On every complex Hilbert space of di­
mension greater than one there exists a normal semilinear 
operator which is neither self-adjoint nor anti-self-adjoint. 

PrOOF Let dim K = 2. Let u I and U2 be an orthonormal 
basis in K. Define A by semilinearity and 

and 

Then from (2.17) it follows that 

A *UI = (1I.,j2) (u l - iu2 ) 

and 

A *U2 = (1I.,j2) (iu l - u2 ). 

Now 

AA *u I = (l/.,j2)(Au l + iAu2 ) 

= ~(UI + UI + iU2 - iU2) = UI 

and 
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A ·Au1 = (1/~)(A ·u1 - iA ·u2 ) 

= !(u 1 + U1 - iU2 + iu2) = u1• 

A similar calculation shows that 

AA ·U2 = U2 =A ·AU2' 

Thus A is normal and 

AA· =1, 

( 4.15) 

( 4.16) 

( 4.17) 

where lis the identity operator on 7f9. Here, A thus defined is 
normal but neither self~adjoint nor anti-self-adjoint. Thus 
there exists a normal semilinear operator with the required 
properties on a two-dimensional Hilbert space. We can con­
struct a semilinear operator on any Hilbert space of dimen­
sion greater than 2 with the required properties by taking the 
direct sum of the operator constructed above on a two-di­
mensional subspace with a self-adjoint semilinear operator 
on the orthogonal complement of the subspace. 0 

Remark: Since in Proposition 4.6 with A defined on a 
two-dimensional space, A #A • ,A cannot have any eigenvec­
tors because if it had an eigenvector u, then span {u} will 
reduce A and then since (span{u})l is a one-dimensional, A 
will have an eigenvector there also and A will have a com­
plete set of eigenvectors which would imply A = A·, a con­
tradiction. Since every Hilbert space of dimension greater 
than 1 contains a two-dimensional subspace, this construc­
tion shows that in general normal semilinear operators need 
not have a complete set of eigenvectors. 

Proposition 4. 7: Let A be a normal semilinear operator 
on a complex Hilbert space 7f9. Let u and v be eigenvectors of 
A belonging to eigenvalues a and{J, respectively. Then either 

lal = I{J I (4.18) 

or 

and 

(u,v) = 0; 

Proot We have 

Au=au 

Av =(Jv. 

Equation (4.21) implies by Proposition 4.3 that 

A·v =(Jv. 

Hence 

a(u,v) = (Au,v) = (A ·v,u) = {J (v,u) 

or 

l(u,v)I(lal-I{JI) =0, 

( 4.19) 

(4.20) 

(4.21 ) 

(4.22) 

(4.23) 

(4.24) 

which implies that either (4.18) or (4.19) is true. 0 
Remark: Let a normal operator A have two linearly in­

dependent eigenvectors u and v belonging to the same eigen­
value. Then their linear combinations, if A is semilinear, will 
not in general be eigenvectors of A, though linear combina­
tions involving only real coefficients will be eigenvectors of 
A. In such a situation things can always be so arranged that A 
has two mutually perpendicular .eigenvectors belonging to 
the same eigenvalue. This is proved in the proposition that 
follows. 

eigenvectors of a normal semilinear operator A on a complex 
Hilbert space 7f9 belonging to the same eigenvalue a. Then 
there exist two mutually perpendicular eigenvectors of A be­
longing to the eigenvalue a. 

Proot We have 

Au=au (4.25) 

and 

Av=av. (4.26) 

Assume that a # 0, then the following calculation using 
(2.17) and Proposition 4.3 shows that (u,v) is real: 

a(u,v) = (Au,v) = (A ·v,u) = a(v,u). (4.27) 

Hence Gram-Schmidt orthogonalization involves only real 
coefficients and therefore orthonormal vectors obtained by 
the Gram-Schmidt process will be eigenvectors of A belong­
ing to a. 

Finally assume a = O. In this case span {u,v} belongs to 
the kernel of A and every nonzero vector in the kernel is an 
eigenvector of A belonging to the eigenvalue O. So again the 
Gram-Schmidt process will provide two orthonormal eigen­
vectors belonging to the eigenvalue O. 0 

Corollary 4.8.1: Let U1'''''U n be n linearly independent 
eigenvectors of a normal semilinear operator A on a complex 
Hilbert space 7f9 belonging to the same eigenvalue a. Then 
there exist n orthonormal eigenvectors of A belonging to the 
eigenvalue a. 

Proof: A calculation similar to that in Proposition 4.8 
shows that if a#O, then each inner product involved in the 
Gram-Schmidt process is real and if a = 0, the span of ei­
genvectors is in the kernel and as before every nonzero vec­
tor in the kernel is an eigenvector belonging to the eigenvalue 
Q 0 

The following proposition is a variant of Wigner's 
theorem. 19 

Proposition 4.9: Let Ube a semilinear operator on a com­
plex Hilbert space 7f9. Then the following assertions about U 
are equivalent: 
(i) for every xeJ¥', 

IIUxll=lIxll; 
(ii) for every (x,y)eJ¥'X7f9, 

(Ux,Uy) = (y,x); 

(iii) U·U = I. 

(4.28) 

(4.29) 

( 4.30) 

Proot We shall prove that (i) => (ii) => (iii) => (i). 
Suppose (i) is true. Then 

II U(x - y) 112 = IIx _ y112, 
II Uxl12 = IIx1l

2
, 

II Uyll2 = 11Y1I2, 
II U(x - iy) 112 = IIx - iY1l2. 

Hence 

(Ux,Uy) + (Uy,Ux) = (x,y) + (y,x) 

and 

(Ux,Uy) - (Uy,Ux) = - (x,y) + (y,x). 

(4.31) 

(4.32) 

(4.33) 

(4.34) 

(4.35) 

(4.36) 

Proposition 4.8: Let u and v be two linearly independent Therefore 
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(Ux,Uy) = (y,x). 

Suppose (ii) is true. Then 

(U*Uy,x) = (y,x), 

which implies that 

U*U=I. 

Finally suppose that (iii) is true. Then 

IIxll = (U*UX,X)I/2= (UX,UX)I/2= IIUxll. 

(4.37) 

(4.38) 

(4.39) 

(4.40) 
o 

Proposition 4.10: Let Ube a semiunitary self-adjoint op­
erator on a finite-dimensional complex Hilbert space JY. 
Then U has a complete orthonormal set of fixed points. 

Proop Let a be an eigenvalue of U. From Proposition 4.9 
it follows that 

lal = 1. (4.41 ) 

From Proposition 4.1 it follows that one itself is an eigenval­
ue and then the corresponding eigenvector is, by definition, a 
fixed point. From Proposition 4.5 it follows that it has a 
complete set of orthonormal eigenvectors and it follows 
from Proposition 4.1 that each eigenvector after multiplica­
tion by a suitable phase factor belongs to the eigenvalue 1. 
Multiplication by phase factors does not affect the orthonor­
mality of a set. Hence U has a complete set of orthonormal 
fixed points. 0 

Remark: Given a complete orthonormal set in a com­
plex Hilbert space JY, we can define a semi unitary operator 
Uby taking each member of the complete orthonormal set to 
be fixed points of U and extending it to JYby semilinearity. 
Such a semi unitary operator is clearly self-adjoint, that is, 

U = U*, (4.42) 

or in other words 

U 2 =I, (4.43) 

so that it is involutory also. 
Proposition 4.11: There exists a semilinear norm pre­

serving isomorphism between .if (JY) and Y .if (JY). 

Proop Let Ube any self-adjoint semiunitary operator on 
JY. DefineLu: .if(JY)-Y .if(JY) by 

LuA = UA. (4.44) 

The calculation 

Lu(aA +PB) = U(aA +PB) =a*UA +P*UB 

=a*LuA +P*LuB (4.45) 

shows that ~u is semilinear. 
Define L u: Y .if (JY) - .if (JY) by 
A-

LuA = UA. (4.46) 

Then 
A-

LuoLuA = UUA =IA =A (4.47) 

shows that Lu is the inverse of Lu. Hence Lu is bijective. 
Finally the calculation 

IILuA II = sup IIUAxil = sup IIAxll = IIA II (4.48) 
I/xl/= 1 I/xl/= 1 

shows that Luis norm preserving. 0 
Remark: The Remark preceding Proposition 4.11 
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shows that given a complete orthonormal set in JY there 
exists a self-adjoint semiunitary operator on JY such that 
members of the orthonormal set are its fixed points. There 
are infinitely many different complete orthonormal sets in 
JY: it follows therefore from the proof of Proposition 4.11 
that there are infinitely many norm-preserving bijections 
between .if(JY) and Y.if(JY). 

V. SOME HEURISTIC CONSIDERATIONS 

The study of semilinear operators is interesting in its 
own right, but our motivation for the study comes from theo­
retical physics where its relevance is conclusively demon­
strated by the work of Wignerl9

•
20 and we hope that our 

results, too, will find many applications in physics. The real 
success of our results will come only after we have solved an 
unsolved new problem in physics with their help. However, 
we can demonstrate the relevance of our work to physics by 
providing astonishingly simple solutions to a couple of old 
problems whose solutions are known to every physicist. We 
shall show that the insight gained in our earlier work13 on 
this subject enables us to find three involutory two-by-two 
complex matrices that anticommute with each other and to 
find four involutory four-by-four matrices with the same 
property and our solution is achieved without performing a 
single matrix multiplication. All we need to know to solve 
these problems are the following: (i) how to multiply a com­
plex number by i, (ii) how to interchange two complex 
numbers, (iii) how to change the sign of a complex number 
(by putting a "minus" sign in front of it, of course), (iv) how 
to combine these operations, and (v) in order to get the 
matrix representations of our operations we need to know 
also that a linear transformation which takes the jth member 
of an orthonormal basis to the ith one and every other mem­
ber to zero is represented by a matrix which has 1 in the ith 
row ofthejth column and zeroes everywhere else and that all 
matrices are linear combinations of such elementary matri­
ces. 

In Ref. 13 we saw that a complex vector space r can be 
regarded as a real vector space rr of twice the original di­
mension. When this is done multiplication by i in r is re­
placed by a linear operator i (denoted by a bold letter) in r r 

and only those linear operators on the real space rr that 
commute with i continue to be linear operators on the origi­
nal space r when we revert to the original complex struc­
ture. It is immediately obvious that semilinear operators on 
r are linear operators on r, and only those linear opera­
tors on r r that anticommute with i become semilinear oper­
ators on r when we revert to the original space with its 
complex structure. 

In a one-dimensional complex space r (each such 
space is isomorphic with C as a vector space and we can, 
without loss of generalization, take r = C) the spaces of 
both linear and semilinear operators are one-dimensional, 
which means that any linear operator is a scalar multiple of 
the identity operator I and any semilinear operator is like­
wise a scalar multiple of complex conjugation c. 

Let us regard r = C as a two-dimensional real space 
r,. We choose the natural basis in r" so that coordinates 
ofacomplex number a are (a 1,a2 ), wherea1 is the real part 
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of a and a2 is the imaginary part. What does the linear opera­
tor i corresponding to i do in this space? We know that if 

(5.1 ) 

(5.2) 

in other words i takes (a l ,a2) into ( - a2,a l ). Complex 
conjugation e is also a linear operator in r,; we know that if 

(5.3) 

. . 
a =a l -la2' (5.4 ) 

in other words e takes (a l ,a2) into (ai' - a 2). We know 
from our general considerations that 

e= -1 (5.5) 

and 

(5.6) 

We now use the first part of the following lemma. 
Lemma 5.1: Let A and B be two anticommuting linear 

operators. Then AB anticommutes with both A and Band 
any linear operator C that anticommutes with both A and B 
commutes with AB. 

Proof" Obvious. 0 
It follows from the lemma that i, e, and ie = t (say) are 

three mutually anticommuting linear operators on r, 
= R2. We next compute 

e = ide = - Pe2 = 1. (5.7) 

So all we have to do now to get our solution for anticommut­
ing and involutive two-by-two complex matrices is to find 
the real matrices that represent i, e, and t and multiply the 
matrix of i by the pure imaginary number i so that it too 
becomes involutive. What does t do to (a Ita2)? Complex 
conjugation takes (a l ,a2) to (ai' - a2) and i takes 
(ai' - a2) to (a2,al)' With the help of the rule on matrix 
representation mentioned in the opening paragraph of this 
section, we can now immediately write down the three ma­
trices we need, namely, i times the matrix of i and matrices of 
t and e, which are 

[0 - i] [ I 0] [0 1] 
i 0' 0-1' 10' 

They look, apart from the order in which they are written 
(which is of no consequence), familiar enough and as prom­
ised we have not done a single matrix multiplication. 

Next, to find four involutive four-by-four matrices that 
anticommute we do a similar analysis on a two-dimensional 
complex vector space r = C2

• The space r can be regarded 
as a four-dimensional real vector space r, and we choose a 
basis in r, in such a way that if a vector u in r has coordi­
nates (a l ,a2) withal =/31 + i/34 and a 2 =/32 + i/33 then its 
coordinates in r, are (/31,/32,/33,/34)' The choice may seem 
a little odd: a more natural first choice could be 
a l =/31 + i/32 and a2 =/33 + i/34' However, the choice can 
be made in several different but equivalent ways and any 
choice will lead to a good answer. The reason for our particu­
lar choice will become clear in due course. Multiplication by 
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i takes a l into - /34 + i/31 and a2 into - /33 + i/32' or, in 
other words, the linear operator i in r, corresponding to 
multiplication by i in r takes 

(/31./32./33,/34) into (-/34' -/33,/32./31)' 
Conjugation takes a I into /31 - i/34 and a2 into /32 - i/33' or 
in other words the linear operator e in r r corresponding to 
complex conjugation in r takes 

(/31./32,/33./34) into (/31,/32' - /33' - /34)' 
Conjugation followed by multiplication by i will take a I into 
/34 + i/31 and a2 into /33 + i/32' or in other words t = ie takes 

(/31./32,/33./34) into (/34./33,/32./31)' 
As bet'6re i, e, and t are mutually anticommuting and i i, e, 
and tare involutive. However, we need four such operators, 
but Lemma 5.1 tells us that no operator can anticommute 
with all three and therefore we can make use of only two of 
the three operators we have found so far. If we can find two 
nonsingular operators A and B that anticommute with each 
other and which commute with both i and e, then it is imme­
diately obvious that each of the sets {iA,iB,e,t} and {cA, 
cE,i,t} consist of four mutually anticommuting operators 
and all we will have to do is to normalize the set to get the 
answer we want-a task made easier by the knowledge that e 
and t are already involutive. 

Thus our problem is now reduced to finding two nonsin­
gular operators A and B on r r that anticommute and both 
of which commute with both i and e. This may come as a 
surprise to the reader, but we have already found two such 
operators: we have seen that 

anticommute and we regard them as linear operators on our 
two-dimensional complex space r; then their representa­
tions in r, as four-by-four matrices are bound not only to 
do the same but also to commute with the representation ofi. 
Furthermore, the first one clearly represents interchange of 
coordinates and it makes no difference in the final outcome 
whether we interchange two complex numbers first and then 
take their complex conjugates or take the complex conju­
gates of the two numbers and then interchange them: thus it 
commutes with e also. The second one represents a change of 
sign of the second coordinate and a change of sign clearly 
commutes with complex conjugation: thus it also commutes 
with e. Since the four-dimensional representation of both 
these operators commute with both i and e, their product 
will do likewise and we are free to choose any two from the 
three operators found in this way. (It is interesting to sum­
marize what we have done to find these three four-by-four 
matrices that anticommute with each other and commute 
with multiplication by i and complex conjugation if the four­
dimensional real space on which they operate is regarded as 
a two-dimensional complex space: for complex numbers 
operations of multiplication by i and complex conjugation 
anticommute with each other and the product of the two 
operations anticommutes with each: thus we have a set of 
three mutually anticommuting operators on the one-dimen­
sional complex space C; two of these are semilinear and one 
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linear. When (; is regarded as a two-dimensional real space 
these operators all become real linear and have representa­
tions as two-by-two real matrices that anticommute. These 
matrices can be regarded as linear operators on (;2 and will 
have representations as four-by-four matrices if (;2 is regard­
ed as a four-dimensional real space. A representation cannot 
change their inherent properties and so the four-by-four ma­
trices we find in this way will continue to anticommute: since 
they are linear operators on (;2 they commute with multipli­
cation by i and therefore with its representation as a four-by­
four matrix. Furthermore as operators on (;2 they involve 
only interchange of coordinates and change of sign of coordi­
nates that obviously commute with the operation of taking 
complex conjugates of all complex coordinates.) 

Before proceeding further we note that we are complete­
ly spoiled for choice: First, we could choose the coordinates 
of the four-dimensional real space corresponding to (;2 in a 
variety of ways; second, we could choose either {U,iB,c,t} 
or {cA,cO,i,t} as our four anticommuting operators and fin­
ally we can take A and 0 to be the four-dimensional represen­
tation of any two of the following three matrices: 

[~ - ~], [~ - ~], [~ ~], 
regarded as linear operators on (;2 and then (;2 regarded as a 
four-dimensional real space. The various choices mentioned 
above are not exhaustive, for example, we can change the 
sign of any of these operators and have yet another choice. 
However, it is an inherent property of the problem that 
changing the sign of any matrix in the set of matrices consti­
tuting a solution is also a solution and different solutions 
obtained in this way clearly belong to the same equivalence 
class. 

We choose the set {U,iB,c,t} and the first two of the 
three matrices of the preceding paragraph as our A and 0, 
respectively. 

The matrix [~ - 61 interchanges the coordinates and 
then changes the sign of the first coordinate, in other words, 
regarded as an operator on (;2 it takes (a l ,a2) into 
( - a2,a l ). As we have taken this matrix to be our operator 
A, we now compute the action of U on (al,a2): (a l ,a2) 
obviously goes into ( - ia2,fa I)' or in other words U takes 

(/31,/32,/33,/34) into (/33' - /34,/31' - /32)' 
where as defined earlier (/31,/32./33./34) is the coordinate rep­
resentation in ]R4 of (a Ha2) when (;2 is regarded as a real 
vector space. 

The matrix [6 _ ~] takes (a l ,a2) into (al> a 2). As 
we have taken this matrix to be our operator 0, we can now 
compute the action of iB on (a l,a2 ): (a l,a2 ) obviously goes 
into Cia1, - ia2)' or in other words iB takes 

(/31,/3z/J3,/34) into ( /34,/33' - /32,/31)' 

We know that 

C
2 =t2 =1 

and since A and 0 are four-dimensional representations of i 
and c of our earlier problem, we must have 

_A2 0 2 =1 

so that 
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(U)2 = _ (iB)2 = I. 
Thus we have to mUltiply the matrix representation ofiB by i 
to make all our matrices involutive. We can now write down 
the matrices of U, i times iB, c, and t because we know that 
they take (/31./32,/33./34) into (/33' - /34,/31' - /32)' 
( - i/34,i/33' ;/32,i/3,), (/31./32' - /33' - /34)' and 
(/34,/33,/32,/31 ) : 

[! 

0 1 

~1] [~ 
0 0 

~') 0 0 0 i 
0 0 o ' 0 i 0 o ' 
-1 0 o i 0 0 0 

[~ 
0 0 

~ l [~ 0 0 

~] 1 0 0 1 

0 -1 0 o . 
0 0 - 1 1 0 0 0 

Again the final answer is familiar and again we have no­
where done any matrix multiplication (anyway, not by the 
usual rules). The various choices we made at various stages 
were made in such a way as to ensure that we ended up with 
the familiar answer, but any choice at any stage would have 
led to an equally valid answer. 

All our matrices are self-adjoint and traceless. None of 
this is accidental. At every stage we have used transforma­
tions on real spaces that take orthonormal bases into ortho­
normal bases, so all these transformations are not only non­
singular but also orthogonal. They were all chosen in such a 
way that their squares were either + lor - I, which means 
that they are all either symmetric or antisymmetric. Sym­
metric real matrices are Hermitian when they are regarded 
as complex ones and all the matrices whose squares were 
- 1 were multiplied by i and we know that antisymmetric 

real matrices multiplied by i are Hermitian. Finally self-ad­
joint involutive matrices are unitary, being unitary their ei­
genvalues have unit moduli and since these matrices are also 
self-adjoint their eigenvalues are all real. Hence + 1 and 
- 1 are the only possible eigenvalues of these matrices. 

Further the four-by-four matrices A and 0 were obtained by 
treating linear operators on (;2 as linear operators on a four­
dimensional real space. We have seen in Ref. 13 that in such 
situations all eigenvalUes must be evenly degenerate: so A (or 
0) can have eigenvalues that are all + 1 or all - 1 or two of 
them are + 1 and two of them - 1. In the first two cases A is 
either + 1 or - 1 and in neither case can it anticommute 
with any operator: since it does anticommute with other op­
erators these possibilities are excluded so it must have two 
eigenvalues that are + 1 and two that are - 1. Thus both A ' 
and 0 must be traceless. To prove tracelessness of c and t we 
first consider the two-by-two case. They are involutive, anti­
commuting, and self-adjoint. For reasons already stated pos­
sible eigenvalues are + 1 and - 1 and if both eigenvalues 
have the same sign the operator is either + lor - 1 and in 
either of these cases the operator cannot anticommute with 
any other operator. Hence one eigenvalue of each of these 
operators is + 1 and the other - 1, so that they are trace­
less. For the four~by-four case c and t can be obtained, with 
appropriate choice of coordinates, by taking direct sums of 
two identical copies of the corresponding operators on (; 
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regarded as a two-dimensional real space: for an arbitrary 
choice of coordinates these are unitarily equivalent to the 
direct sums. Hence c and t in the four-dimensional case must 
also be traceless. 

VI. CONCLUDING REMARKS 

We are aware that some readers will say that our analy­
sis in the preceding section is more tortuous than a mere 
multiplication of matrices, but the power of the analysis is 
demonstrated by the fact that it quite naturally leads us to 
other possible answers also. 

We have here only solved a problem whose solution is 
far too well known, but the novelty of our approach and the 
ease with which it led us in the right direction, we hope, 
demonstrates the relevance of our method to the study of 
spinors and conjugations. 

The results we have developed so far are obviously rel­
evant for the further development of the functional calculus 
where derivatives are required to be merely additive and not 
necessarily linear and also for the further development of the 
algebras of additive operators on both complex and quater­
nionic Hilbert spaces. We believe that the new calculus and 
the new operator algebras have important roles to play in 
modeling physical phenomena. It is manifestly clear that our 
work is directly relevant to the study of spin, charge conjuga­
tion, time reversal, and other similar topics in gauge field 
theories and we hope this has been adequately demonstrated 
by our heuristic discussion in the preceding section. Further 
work is in progress and will be reported in due course. 
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It is shown that conformal symmetric space-times admitting an infinitesimal conformal 
symmetry are either oftype 0 or N. Those oftype N represent plane gravitational waves with 
parallel rays, provided the Einstein tensor is invariant of the infinitesimal conformal symmetry. 

I. INTRODUCTION 

Most of the well-known explicit solutions of the Einstein 
field equations admit one or more Killing vector fields (in­
finitesimal isometries). Solutions admitting proper confor­
mal vector fields (infinitesimal conformal symmetries) are 
scarce. Unlike isometries and homothetic symmetries, the 
conformal symmetries do not preserve the Einstein tensor 
and place severe restrictions on the space-times. Collinson 
and French 1 proved that a vacuum space-time with a proper 
conformal symmetry must be of type N. Recently, Eardleyet 
al. 2 have proved that the only vacuum solutions with a con­
formal symmetry are everywhere 10cally fiat space-times 
(i.e., of type 0), or of type N representing certain plane wave 
solutions. As established by Eardley et al. 2 and Garfinkle,3 

asymptotically fiat space-times with reasonable energy con­
ditions and a proper conformal symmetry are locally fiat 
(type 0). More recently, Garfinkle and Tian4 have shown 
that vacuum space-times with cosmological constant and 
proper conformal symmetry are of constant curvature; i.e., 
are of type 0 and represent de Sitter and anti-de Sitter uni­
verses. 

Generalizing these results for nonvacuum and non-Ein­
stein space-times, we show that conformal symmetric space­
times (in particular, symmetric ones) admitting a proper 
conformal symmetry are either of type 0 or N. Those of type 
N represent plane-fronted gravitational waves with parallel 
rays provided the Einstein tensor remains invariant of the 
conformal symmetry. Our result exhibits the fact that the 
existence of a proper conformal symmetry restricts the con­
formal symmetric space-times (which are in general, of type 
0, N, or D as shown by McLenaghan and Leroys) to be of 
type 0 or N only. 

II. PRELIMINARIES 

We denote by M a four-dimensional space-time mani­
fold, its Lorentzian metric tensor by gab' Christoffel symbols 
by r!:c, covariant derivative operator by Va' Riemann curva­
ture tensor by R :Cd' Ricci curvature tensor by R ab , scalar 
curvature by R, and the Weyl conformal curvature tensor by 

C:cd ' 
A space-time is said to be of type D if the Weyl confor­

mal tensor has two pairs of coincident principal null direc­
tions, of type N if it has four distinct principal null direc­
tions, and of type 0 (conformally, fiat) if it does not single 
out any principal null directions. For details on this classifi­
cation we refer to Kramer et al.6 

McLenaghan and LeroyS defined M to be complex re­
current if 

+ + 
VeC abed = Ke C abed' (1) 

+ 
where C abed denotes the self-dual part of Cabcd ' given by 

+ 
C abcd =!(Cabcd -i*Cabcd ), (2) 

with * denoting the dual operator, * Cabcd = !Eabef CZ, and 

i =.r=T. The recurrence vector fieldKe is, in general, com­
plex. For Ke = 0, M is called conformal symmetric space­
time (Chaki and Gupta 7 ) defined by 

VeCabcd=O. (3) 

Obviously, the symmetric space-times (VeRabcd = 0) are 
conformal symmetric; but the converse need not be true. It is 
knowns that complex recurrent space-times (in particular 
conformal symmetric space-times) are of type 0, N, or D. 
(Note that McLenaghan and LeroyS assumed the recurrent 
space-times in their definition not to be conformally fiat, 
whereas we relax this condition.) 

A space-time M is said to admit a conformal vector field 
(infinitesimal conformal symmetry) S if there exists a 
smooth scalar field 0' on M such that 

£sgab = 2agab , ( 4 ) 

where £s stands for the Lie-derivative operator along s. For 
0' nonzero constant, S is called a homothetic vector field 
(infinitesimal homothetic symmetry) and for 0' = 0, s is 
called a Killing vector field (infinitesimal isometry). A con­
formal vector field is known to satisfy the followingS: 

£sr:c = 8:O'c + 8~O'b - gbc O'a, 

£sR:Cd = - 8~VdO'b + 8:iVcO'b 

- (V cO'a)gbd + (V dO'a)gbe' 

£sRab = - 2VaO'b - (Du)gab' 

£sR = - 2O'R - 60, 

(5) 

(6) 

(7) 

(8) 

(9) £sGab = - 2VaO'b + 2 (Du)gab , 

£sC:cd = 0, ( 10) 

where 0' a = va 0', Du = Va vaO', and Gab = Einstein tensor 
= Rab - !Rgab · 

III. CONFORMAL SYMMETRIC SPACE-TIMES WITH 
PROPER CONFORMAL SYMMETRY 

We state and prove our main result as follows. 
Theorem: Let a conformal symmetric space-time M ad-
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mit a proper conformal vector field s. Then M is either of 
type 0 or N. In case M is of type N and the Einstein tensor is 
invariant under S, M represents plane-fronted gravitational 
waves with parallel rays. 

Proof Let us consider the commutation formulas 

£s VaC~de - Va £sC~de 

= (£sr~f)C{de - (£sr~c)CJde 
(11 ) 

By hypothesis, M is conformal symmetric and hence we have 
(3). Moreover, S being conformal, we must have (5) and 
(10). Consequently, Eq. (11) assumes the form 

(8~O'f + 8Jo"a - garl')C{de - (~O'c + ~O'a - gacol)CJde 

- (8[O'd + 8tO'a - gadO'f)C~fe 

- (8[O'e + 8{0'0 - goeO'f)C~df = o. (12) 

A straightforward contraction at a and b yields 

O'oC:cd = o. (13) 

Use of (13) back in (12) implies 

O'aO'aC~de = O. 

It shows that, either C ~de = 0 (that is, M is of type 0) or 
0' a 0' a = O. Since S is a proper conformal vector field, 0' a i= 0 
and hence must be null. This fact, together with ( 13), proves 
that Mis of type N and the quadruply repeated principal null 
direction of the Weyl tensor is given by 0' a . 

Now, if M is of type Nand £sGab = 0, then it follows 
after a little computation that Va Vb 0' = O. Hence 0'0 gener­
ates a nonrotating, shear-free, divergence-free, null geodesic 
congruence. Thus M represents a plane-fronted gravitation­
al wave with parallel rays. This completes the proof. 

Remark 1: The metric of a conformal symmetric space­
time of type N can be written (in local coordinates) ass 

d?- = - 2{(1 + e)x2 + (e - 1 )y2}du2 

(14) 

where e = e(u) is an arbitrary real function. 
Remark 2: The condition "Einstein tensor is invariant 

under s" stated in the hypothesis of the theorem means that 
S defines a natural symmetry ( £s Gab = 0) of Einstein's field 
equations and is equivalent to Va Vb 0' = 0 [as can be ob­
served in view ofEq. (9)]. For a conformal vector S, this is 
further equivalent to £sR :cd = 0, which defines a funda­
mental symmetry of the space-times, called curvature collin­
eation. (See Katzin et al.9 for a detailed treatment of this 
symmetry.) 

IV. SYMMETRIC SPACE-TIMES WITH CONFORMAL 
SYMMETRY 

The theorem given in the previous section holds for 
symmetric space-times that are special cases of conformal 
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symmetric ones. To characterize symmetric space-times we 
assume that the Einstein tensor is invariant under the proper 
conformal vector field s. Then, as mentioned in Remark 2 
above, we have Va V bO' = 0 and £sR :cd = O. Using the last 
equation, Eq. (5), and Va R ~de = 0, in the following commu­
tation formulaS: 

£sVaR ~de - Va£sR ~de 

= (£sr~f)R{de - (£sr~c)RJde 

- (£sr~d)R ~fe - (£sr~e)R ~df' 
we can show that 0' 0 is a null vector field and R = O. More­
over, as Va Vb 0' = 0, we also have 0' a as a covariant con­
stant. From the obvious relations O'aR:Cd = 0 and 
O'aC:Cd = 0, it follows that O'aRbc = O'bRac. We therefore 
observe that Rab = A.O'aO'b (A. = const). Thus these space­
times represent plane-fronted gravitational waves with par­
allel rays and have the metric (14) with e = const. The Ein­
stein-Maxwell equations for these space-times have their 
solutions as null electromagnetic fields. Other solutions of 
these space-times are directed massless radiation that may be 
considered as incoherent superposition of waves with ran­
dom phases and polarizations but the same propagation di­
rection. (See Kramer et al.6

) 

V. CONCLUDING REMARK 

As pointed out in Sec. II, conformal symmetric space­
times are of type 0, D, or N. We have shown that the exis­
tence of a proper conformal symmetry restricts those space­
times to be of type 0 or N only. This supports the fact that 
conformal symmetry imposes severe restrictions on the 
space-times. 
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The factorization of the L operator in a Lax pair {L,A} has been extremely useful in the theory 
of integrable systems. For instance, the Miura transformation is obtained by factorizing the 
Schrodinger operator; - a; + u - k 2 = ( - ax + a) (ax + b) requires that u = k 2 

- ax + a2 

and a = b. In a recent paper an analogous procedure for the factorization of zero curvature 
representations was presented. In this paper the theory of this method is developed and applied 
to the third-order scalar Lax equation. 

I. INTRODUCTION 

In Ref. 1, henceforth referred to as I, a method was 
presented for factorizing zero curvature representations and 
obtaining new integrable equations that could be associated 
with the original integrable system. In this Introduction we 
review this material and develop it further. The theory is 
then applied in Sec. II to the third-order scalar Lax equation. 

Let 

Yx = P(k)Y, Y, = Q(k)Y (1.1) 

be a zero curvature representation of the integrable system2 

P, (k) - Qk (k) + [P(k),Q(k)] = O. ( 1.2) 

The P(k), Q(k) are matrix valued functionals, which we 
assume belong to gl(n,C), of the variables in the solvable 
equation as well as depending upon the isospectral param­
eter k. Given the zero curvature representation (1.1), it is 
convenient to denote the solvable equation (1.2) by {p,Q}. 
If (p;.Q;. Yi ) satisfy (1.1), then we write (P;.Qi )e{P,Q}. 

In particular, assume that (1.2) admits an auto-Back­
lund tt'ansformation (ABT) that can be obtained from a k­
dependent gauge transformation of (1.1). Let (p;.Q;. Yi ) 

and 1j denote, respectively, the solutions to (1.1) and 
the gauge transformations i = O, ... ,N, j = O, ... ,N - 1 with 
(Po,Qo, Yo) denoting a given "seed" or initial solution. Then 

Yi+dk) = Ti(k)Yj(k) , O<:i<:N-l, (1.3) 

and the solution (Pi+ 1 ,Qi+ 1 )e{P,Q} is given by 

(1.4) 

In principle, there is considerable freedom in the choice 
of Ti both as a function of k and in terms of the arbitrary 
parameters which it contains. It is convenient to think of Ti 
as adding in one soliton although this is not necessary to the 
method. For the equations considered in this section this 
requires Ti to be linear in k. 

Let T be one of the gauge transformations introduced 
above; then in general TeGL(n,C). In this case we can apply 
the Gauss decomposition 

T=a-a+, (1.5) 

where a + is upper unipotent (1 's on the diagonal) and a - is 
lower triangular. The decomposition (1.5) is unique if Tis 

• ) Permanent address: School of Mathematics, Trinity College, Dublin 2, 
Ireland. 

nonsingular. If T is singular then a + is unique. It is some­
times useful to use a weaker form of decomposition in which 
a + is no longer unipotent so that the decomposition is not 
unique. This corresponds to the Bruhat decomposition of T 
which we write as 

( 1.6) 

where 1T is a permutation matrix and a + (a -) are upper 
(lower) triangular matrices. We can generally take 1T = 1. 
Finally, we mention another decomposition that is also use­
ful in the general theory. It gives the usual form of the factor­
izations associated with the modified Korteweg--de Vries 
(MKdV) and sine-Gordon (SG) equations, 

T=Ua+, ( 1.7) 

where U is a unitary matrix and a + is upper triangular. 
Factorization problem: to determine the conditions that 

T must satisfy to ensure the existence of an intermediate equa­
tion given by the Gauss decomposition (1.5). 

Before considering this in detail we introduce some 
further notation used extensively throughout the paper. An 
upper index on a quantity labels the intermediate equation; 
thus (P{,Q{ )e{Pi,QJ} refers to solutions that belong to the 
jth intermediate equation withj = 0 the initial or seed equa­
tion. 

The factorization problem, if solvable, determines at the 
ith step the ith intermediate equation {pi,Q'} through the 
diagram 

ll.j+i-I ll.j-i-l 

(PJi-1,QJi-l) -+ (pi Qi) (pi-1 Qi-l) i' i -+ i + l' i + 1 . 

In all diagrams arrows will indicate maps between the funda­
mental solutions of the zero curvature representations. 

Consider the factorization of the ith transform of the 
zeroth equation. For simplicity we deal only with the P equa­
tion-analogous statements about the Q transform are ob­
tained by the replacements P -+ Q, x -+ t: 

P?+ 1 T? = T?,x + T?P?, 

P:a/o = ai~O + a/oP?, 

ai- °P: = _ a;:;, ° + P? + 1 ai- 0. 

( 1.8) 

( 1.9) 

There is a distinct difference between these two sets of trans­
forms. First, we consider the ABT for the integrable equa­
tion {po,QO} defined by (1.9). 

(i) The integrable equation is k independent . 
(ii) Constraints are imposed on T? to ensure that 
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(P~+I,Q~+I) satisfy the linear system (1.1) defined by 

(P~+ I,Q~+ "Y~+ d. 
(iii) The complex k-analytic structure of T~ determines 

theABT. 
(iv) In general, T~ belongs to the gauge group 

(GL(n,C»). 
Usually point (ii) is hidden in the a priori assumption 

that (P? + I,Q? + I ) satisfy (1.1) and the constraints are not 
explicitly derived. The following example will clarify these 
points. Let EI,j: = (~II;l;vj) l<;u,v<;n be the nXn matrix with 1 
in the ij th position and zero elsewhere. 

A. The AKNS system 

The AKNS system (Ref. 3) involves sl(2,C). Put 
h: = El1 - E22, e: = E ,2/: = E21 • Then 

P?(k) = kh + qle + rJ, 

Q~(k) = AI (k)h + BI (k)e + CI (k)/, 

and (1.2) gives, fodpo,QO}, 

Ax +rB-qC=O, 

q, - B" + 2kB - 2qA = 0, 

r, - C" - 2kC + 2rA = 0 . 

Then as is well known the integrable equations are obtained 
by expanding A, B, and C as Laurent series in k whose coeffi­
cients are functionals of q and r. Viable reductions of the 
system occur for 

(i) r= - 1, 
(ii) r = Eq = Eq, 
(iii)r=Eq, €='±1. 
In particular, the following forms of well-known equa-

tions are obtained: 

q, + 6qq" + q3x = 0 (the KdV equation), 

r= -1, A= -4k 3 -2kq-qx, 

B = - 4k 2q - 2kqx - 2q2 - q2x , 

C= 4k2 + 2q; 

q, - 6q2qx + q3x = 0 (the MKdV equation) , 

r = - q = - q, A = - 4k 3 - 2kq2, 

B = - 4k 2q - 2kqx - q2x - 2t , 
C = 4k 2q - 2kqx + q2x + 2q3; 

ux , = sin U (the SG equation) , 

- r = q = q = - !ux , A = (1/4k)cos u, 

B = (1/4k)sin u, C = (1/4k)sin u . 

Let T: = T? be linear in k; then in order for it to define 
an ABT of the system {po,QO}, the k-analytic structure of 
(1.8) requires T to satisfy the following conditions: 

[h,T(O)] = 0 , 

P~ + I (0) 1'(0) = 1'(0) x + [T(O),h ] + T(O)P~(O) , 
P? + I (0) T(O) = T(O) x + T(O)Pg (0) , 

where T(k) = ak T(k) and P? + I (0) is interpreted as an off­
diagonal matrix. This system can be solved to obtain the 
ABT, and T(k) can be written in terms of the ith and 
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(i + l)th variables. Under the conditions q;.r/-+O, as 
x -+ + 00, we obtain 

Vlql,x - v2ql+ I,x 

= ql+ IP2 - qjPI + (ql+ I v2 + qIVI)JI+ 1,/ , 

vlrl + I,x - v2rl,x 

= rl+ IPI - r;/J2 - (r;+ I VI + r;v2 )J/+ 1,/ , 

where 

J;+ 1,/: = 100 

(ql+ Irl+ I - qlrl)dx 

and vj>Pj are constants, The transformation T? can be writ­
ten as 

T?: = [vlk + !(PI - vIJ;+ I,;) ] Ell + !(qIVI - ql+ I v2)E12 

+ !(rl + I VI - rl v2 )E21 

+ [v2k + !(P2 + V~j+ 1,/) ]E22 · 

If we consider (1.9), then in general (P ),Q) are func­
tions of k so that if the intermediate equation exists it is also a 
function of k. If 1::..1-

0 is nonsingular, then (P),Q) is ob­
tained from (1.9) without any constraints. From Eqs. (1.8) 
and (1.9) we get, without assuming the transformations are 
nonsingular, that 

{P?+ I" - Qg+ I,x + [P?+ "Q?+ I ]}T? 

= T~{P?" - Q?,x + [P?,Q?]}, 

{PJ., - Q),x + [P),Q)]}I::../ o 

= I::../O{p?" - Q?,x + [P~,Q?]}, 
I::..;-O{p)" - Q),x + [P),Q)]} 

= {P?+ I,t - Q?+ I,x + [P?+ "Q?+ I ]}I::..I- O. 

( 1.10) 

(1.11) 

For (P?,Q~)e{po,QO}, (P?+ I ,Q~+ I )e{po,QO} pro­
vided T? satisfies the constraint conditions or, equivalently, 
the solutions of {po,QO} corresponding to (P?,Q~), 

(P?+ "Q?+ I) are connected by an ABT, In this case 
(P?+ "Q? + I )e{po,QO}evenifT~issingular. Suppose T?is 
singular at k = kc , det T?(kc ) = 0; then we define 
S?(kc ): = T?(kc ) and usuallywriteS?(k) for simplicity. If 
T? is nonsingular then Eqs. (1.11) show that {p I,Q I} is 
identically zero, Therefore in order to obtain a nontrivial 
intermediate equation it is necessary that T~ be singular. 
AssumeS?(k) exists; thenS? = I::.. j - 01::../ ° and 1::..;-° is singu­
lar. In this case the second equation in (1.9) imposes con­
straints on (P), Q ) that define Backlund transformations 
between {p o,Q O} and {p I ,Q I}. Equations ( 1.11 ) show that 
this constrained (P ),Q »e{P I,Q I}, which is nontrivial when 
(P?,Q ?)e{po,Q a}. 

Proposition 1: (a) Let {po,QO} be a given integrable 
equation that admits an ABT defined by the gauge transfor­
mation TO, 

T? 
(P?,Q?) -+ (P?+ I ,Q?+ I)' 

If TO = I::.. -01::.. +0 is the Gauss decomposition, then a neces­
sary condition for the existence of an intermediate equation 
{p I,Q I} defined by 
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.<1..+ 0 .<1..- 0 

(P?,Q?) ~ (P:,Q:) ~ (P?+ l>Q?+ d , 

(P:,Q:)E{pl,QI}, is that there exist k=kc for which 
SO(kc ): = TO(kc ) is singular. 

(b) Fork #kc> TO(k)eGL(n,C) and the Gauss decom­
position is unique. The singular transformation SO(k) does 
not have a unique Gauss decomposition; however, /10+ is 
unique and belongs to the gauge group. Then SO (kc ) can be 
viewed as a limiting form of a family of nonsingular gauge 
transformations with unique Gauss decompositions. 

As an example we consider the AKNS system. 

B. The first Intermediate equations for the AKNS 
system 

Put /1+ (a): = Ell + aEI2 + E 22, /1- (b,c,d): = bEll 
+ cE21 + dE22; then using Tg defined above, the Gauss de­

composition Tg = /10- °/10+ 0, where /10+°: = /1 + (ao), 
/10-°: = /1-(bo,co,do), gives 

ao = !(vlqo - V2QI)/(kvI + !(PI - VIJIO »), 
bo = vlk + ! (PI - vIJIO ) , 

Co = !(VI'I - v2'o) , 

do = l(k)/(kvI + !(Pl - VIJIO» , 
where 

l(k): = k 2vIV2 + !k(vl P2 + V2PI) + !PIP2. 

In deriving this expression for do we use the relationship 

(VI'I - V2'O)(VIQo - v2QI) 

= - (VI P2 - V2PI)JIO - vlv2Jio 

obtained from the ABT given above. It is clear that the criti­
cal values of k for which the transformation is singular are 
given by l(k) = O. Thus the factorization of sg (k) gives 
/10+ 0: = /1 + (ao), /10- 0: = /1- (bo,co,O). The second relation 
in (1.9) now imposes a constraint on P~, and the Backlund 
transformations relating {po,Q O} and {p I,Q I} are obtained 
from Eqs. (1.9): 

P~: = (k + ao'o)h + 'of, 

Q~: = (Ao + aoCo)h + Col· 

For the cases which we consider we have Table I. 
We use the facts that Co = const when, = - 1 and 

ao = - colbo when r = - Q = - q to obtain these results. 
The first intermediate equations can now be obtained 

from (1.2) using the expressions for P ~,Q ~ derived above. 
For the cases of interest see Table II. 

The intermediate equations for the MKdV and the SG 
are more naturally associated with the factorization (1.7) 
with 

TABLE I. Conditions for the existence of an intermediate equation. 

r= -1 r= -q= -q 

TABLE II. First intermediate equations. 

Seed equation First intermediate equation 

q, - 6fjqx + q3x = 0 v, + [V2x + 3kV + Hvl~/(l - vl))]x = 0 
u, + U3x + !u! + 6k 2ux sin2 u = 0 
with v = 2a/(l + a2

) = sin u 

ux , = sin u vx , = (1- k 2rl,)'/2 sin v 

with a = tan !v 

u = (cos (J 
sin (J 

- sin (J) • 

cos (J 

These Backlund transformations are Miura transforma­
tions. That is, the transformations are (for fixed k) 1-1 in 
one direction and 1-00 in the reverse direction. They are 
called Backlund transformations of type II, in the classical 
literature,4 whereas ABT's are of type III. The usefulness of 
Miura transformations and ABT's lies in the fact that the 
transformed equation does not involve the seed solution of 
the source equation. In general, though, this is not the case. 
In this paper we will only consider intermediate equations 
that admit ABT's and are derived from Miura transforma­
tions. 

The derivation of the first intermediate equation given 
above is easily extended to define a hierarchy of intermediate 
equations associated with a given seed equation. At each step 
we obtain by this process a zero curvature representation 
and an ABT for the intermediate equation. 

Consider the seed equation {po,QO} and the family of 
transformations {TO} that satisfy Proposition 1. Let 
Tg,T? ,T~ be the transformations defining the ABT's, 

Tg:(Pg,Qg)-+(P?,Q?>, T?:(Pg,Qg)-+(P~,Q~), 

T~:(P~,Q~)-+(P~,Q~) . 

Let sg = /10-°/10+°, S~ = /12- 0/1tO be the corresponding 
singular transformations of Tg and T~. Then an ABT for 
{PI,Q I}, T6: (P~,Q~) -+ (P:,Q D, is defined by 

T~: = (/1to)T?(/10+0)-I. 

The transformation factorizes and defines the second inter­
mediate equation provided S ~ exists. From the definition 
this requires T? to be singular. This process can be repeated 
an arbitrary number of times and defines a hierarchy of in­
termediate equations. Zero curvature representations and 
ABT's for the equations are obtained at the same time. The 
process is depicted in Fig. 1. 

BT 

" +0 

(Pg,Qg) : (P~.Q~) 
" -0 o 

q, = (2aok + ao.x )/( 1 + a~) (P~,Q~) - (P~.Q~) 

2425 J. Math. Phys., Vol. 29, No. 11, November 1988 R. K. Dodd and S. K. Paul 2425 



                                                                                                                                    

FIG. 1. The hierarchy ofintermediate equations and Backlund transforma­
tions associated with a zero curvature representation {po,QO}. Moving be­
tween variables connected by an oblique line to the right corresponds to a 
transformation to the next intermediate equation, causing the previous 
transformation to become singular. This requires that the component of the 
transformation defining an ABT of the seed equation should be singular. 
The transformations defining ABT's of the seed equation are the vertical 
lines in the diagram and a singular transformation is denoted by !l broken 
line. 

In general, though, the hierarchy does not belong to the 
class we consider and usually only the first intermediate 
equation is of the required type. Thus the second intermedi­
ate equation associated with AKNS equations for which 
q = - r = - r is found to be derived from the type III 
transformation 

al,x - 2ka, 

+ [(2kao - ao,x )/0 + a~)] + a l (a l + 2ao) = 0, 

which is not a Miura transformation. The new equation in­
volves both the variables a 1 and ao. 

Although this method provides a technique for deter­
mining the factorizations it is not very efficient because the 
determination of the gauge transformations T which define 
the ABT's and the singularity conditions involves consider­
able work. However, solution of the following problem pro­
vides an efficient algorithm for determining intermediate 
equations. 

Miura problem: Let (P ~ Q OJ be an integrable system 
with zero curoature representation (1.1) and suppose it admits 
gauge transformations {TO(k)j which determine the ABT's. 
Then TO=6. -06. +0 so that 6. +0 is unique even when TO is 
singular. Determine the Miura transformations defined by 
{6. +OJ. 

To see how this works consider 

6.0+
0: = 6. + (a) = 1+ L aijEij' 

j>i 

and for simplicity assume the nonzero Pij are functionally 
independent. Then we get 

P ~ = (6.x+ (a) + 6. + (a)P~)6. + (a) -I, 
( 1.12) 

Q~ = (6.,+ (a) + 6.+(a)Q~)6.+(a)-I. 
A Miura transformation is a special Backlund transfor-
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mation of type II. It is defined by a set of relations which can 
be resolved for the nonzero Pij into the form 

Pij = Fij(alm,alm,x,· .. ,alm,NX) , N>l. (1.13) 

The number of variables aim that appear as arguments of the 
Fij is the same as the number of nonzero variables Pij' The 
first relation in (1.12) defines first-order transformations of 
this type. They are obtained by equating to zero all the en­
tries in P ~ that involve a derivative alm,x' This gives a set of 
linear equations for the Pij' The Miura transformations are 
the consistent solutions of this system of equations. Since 
usually the Pij are functionally related (Le., the integrable 
equation is defined on a jet bundle) several cases arise. The 
first intermediate equation is determined from (P ~,Q ~ ) 
e{P I,Q I} or directly from (1.13) and{po,QO}. NotethatQ ~ 
is obtained in the same way as P ~ from the second relation in 
(1.12). Usually, however, it is the P equation that contains 
the undifferentiated functions which define the Miura trans­
formation.1t is certainly true for the cases we consider. If the 
relations obtained from the second equation in (1.12) have 
the form (qij :;60) 

qij = Gij(alm,alm,,, ... ,alm,M')' M>l, (1.14) 

then since the q ij are functionals of the P ij' the Miura trans­
formation can also be used to determine the first intermedi­
ate equation from (1.14). 

c. AKNS (r= -1) 

The relations (1.12) are, with 6.0+ 0 = 6. + (ao), 

P~ = (k-ao)h+P2e-f, 

Q ~ (Ao + aoCo)h + q2e + Cof, 

where 

P2 = ao,x + qo - 2kao + a~, 
q2 = ao" + Bo - 2AoOo - a~Co· 

The Miura transformation is obtained from P2 = O. The 
equation q2 = 0 gives, with the use of the Miura transforma­
tion, the first intermediate equation. This is the same as that 
obtainedfrom(P~,Q~ )e{pl,Q l}withP~ = (k - ao)h - J, 
Q ~ = (Ao + aoCo)h + Cofgiven earlier. 

Proposition 2: A solution of the Miura problem provides 
necessary and sufficient conditions for the existence of a so­
lution to the factorization problem. 

Proof: Let (P ~,Q~ )e{p1,Q I} be defined by a solution to 
the Miura problem for a given (P~,Q~ )e{po,QO} and 6. +. 

Suppose (P? ,Qne{po,QO} is another solution and deter­
mine 6. - algebraically (Le., derivatives are treated as inde­
pendent variables) as a solution of 

6.-P~ = -6.x- +P?6.-, 6.-Q~ = -6.,- +Q?6.-. 

Then if a solution exists S = 6. - 6. + is singular by Proposi­
tion 1 (since all viable factorizations are singular). In partic­
ular, let T~(k):(P~,Q~)-+(p?,Qn and let T~(k) 
= 6.0- 06.0+ 0 be its Gauss decomposition. Then a solution of 

the factorization problem exists if 6.0+ 0,6.0- 0 can be made to 
satisfy the same conditions as 6. + ,6. - . 

It was mentioned earlier that we obtain an equation of 
the required type only for low orders offactorization. How-

R. K. Dodd and S. K. Paul 2426 



                                                                                                                                    

ever, in I we indicated a procedure whereby the class ofinte­
grable equations associated with a given seed equation by 
factorization can be enlarged. 

Let (Pg (k; ),Qg (k; ))E{po,QO}, i = 1, ... ,m; that is, we 
choose a set of zero curvature representatives that give the 
same solution of{po,Q0}. Then we can canonically embed 
this collection of representatives in a zero curvature repre­
sentation associated with GL(nm,C) by putting 

The additional degrees of freedom admitted by the larger 
problem allow new classes of equations (i.e., involving more 
than one parameter) connected to the seed equation by fac­
torization to be found. A further extension would be to ad­
mit the derivative equations satisfied by Yej> (k): = aj/ak j 

X Y(k),j = 1, ... ,1, into the scheme. We do not consider this 
aspect of the theory in this paper. 

It is also possible to apply a suitably modified form of 
factorization to supersymmetric extensions of zero curva­
ture representations. For example, the supersymmetric ex­
tension of the AKNS scheme has recently been developed by 
Giirses and Oguz.5 

6), 
Thus the Miura transformation for the super KdV (Ref. 

q, = - q3x - 6qqx - 12(EEx)x , 

E, = - 4E3x - 6qEx - 3qxE, 

is given by 

q = - al,x - 2kal + a2,xa2 - a1
2 , 

E = - a2,Xka2 - a la2 , 

where a l is an even and a2 an odd Grassman algebra valued 
variable. The next factorization also yields a transformation 
of Miura type, but the transformation cannot be brought 
into the canonical form (1.10). 

The intermediate equations for the AKNS system were 
first derived by Chen 7 by introducing projective coordinates. 
If we consider the cases (i)-(iii) given above, then if 
(y: ,y~ )', (y? ,y~)' are, respectively, the first column vectors 
of the solutions Yl"yg, where Yl, =A+(ao)yg, we get 
y: /y~ = (y? /y~ + ao)' It is clear that (y: = O,y~ )' is a solu­
tion of the zero curvature representation for the first inter­
mediate equation for which the corresponding solution is 
ao = -y?/y~. 

The loop group associated with the zero curvature rep­
resentation of the AKNS system is GL(2,C[k -t,k]). We 
also have that T?eGL(2,C[k -t,k)). However, any of the 
standard decomposition theorems for loop groups such as 
the Birkhotf or Bruhat decomposition are trivial because T? 
as an element ofGL(2,C[k -I,k]) is already "uppertriangu­
lar." It is interesting to note that the factorizations 
A + (ao),A - (bo,co,do) are elements of the completion of 
GL(2,C[k -t,k]) since they involve formal series expan­
sions of the type 

(l-k)-I= L k ;. 
ieZ+ 
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II. THIRD-ORDER SCALAR LAX EQUATIONS 

Consider the third-order scalar Lax equation 

L=a! +ulax +uo . 

If we choose 

(2.1 ) 

A =a; +~UI' (2.2) 

then the Lax equation L, = [A,L] gives the Boussinesq 
equation,S when Uo = !vx + w, U I = V, 

vl •tt = -l(v4x + 2(V2
)2X)' 

In this case we will apply the factorization method to a first­
order system associated with Lt/J = k 3t/J, 

Yx =Pgy, 

Pg: = (uo - k 3 )EJ3 - E21 + u IE 23 - E 32 • (2.3) 

This is the adjoint of the usual first-order system. Provided 
we allow arbitrary T( k) to define an ABT gauge transforma­
tion and not just those linear in k, this system admits an 
ABT. In I we transformed the system to one that admitted a 
linear T(k). Unfortunately this introduced cubic roots of 
unity into the problem and also led to some unnecessary 
restrictions. 

We assume that (2.3) is part of a zero curvature repre­
sentationofan integrable equation {po,Q O}. The equation set 
is clearly nonempty since it contains the Boussinesq equa­
tion with Q g derived from the operator A above. The reason 
why we leave Q g free is because factorization leads to a num­
ber of canonical forms for Pg, and the Q g derived from A is 
too restrictive to apply to all cases. 

We determine P l, from the first equation in (1. 9) using 
A + (a): = 1+ a lE I2 + a2E 13 + a3E 23• This gives 

P l, = - alEII + P2E 12 + P3E J3 

- E21 + (a l - a3)E22 + P~23 - E32 + a3E 33 , 

P2 = al,x - a2 + ai , 
P3 = a2,x + alu l + Uo - k 3 + a la2 , 

P6 = a3,x + U I + a2 - u3(a l - a3) . 

(2.4) 

If we apply the theory of the preceding section then P2 = 0, 
P3 = 0, P6 = O. For given sufficiently smooth functions UO, 

U I , an initial value problem for the resulting system ofinho­
mogeneous equations has, for fixed t, a unique solution. Con­
versely the system can be resolved algebraically to give a 
unique solution for Uo and U I and so defines a Miura trans­
formation for the system 

a2 = al,x + ai , 
U I = - a3,x - al,x - ai - a~ + a la3 , (2.5) 

Uo = k
3 

- a l ,2x - 2a l a l ,x + a l a3,x + ala~ - aia3 · 

If we put a l = Y + Z, a3 = Y - z, then this is the same trans­
formation as obtained in Ref. 9 with k = O. 

We observe that with this factorization the correspond­
ing first intermediate function P l, obtained from (2.3) does 
not depend explicitly on k. For this reason we use the less 
restrictive Bruhat decomposition of T(k) and take 
At (a): = diag(k -3,k -2,k -I)A + (a), Ail (a): = A - (a) 
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X diag (k 3,k 2 ,k). Then we obtain the same Miura transfor­
mation (2.3), but for P~ we get 

P ~ = - alElI - kE21 + (a l - a3)E22 - kE32 + a3E33 . 
(2.6) 

We note that a restricted form ofthe Miura transformation is 
given by k = 0 in (2.5). In fact, this form of the Miura trans­
formation can be obtained by a modification of our proce­
dure without requiring k = 0 in P ~. The corresponding first 
intermediate zero curvature function is 

Pb(res): = Pb - kE13 • 

The second intermediate equations are associated with 
Gauss decomposition of ABT transformations T( k) asso­
ciated with zero curvature representations of {p I ,Q I} with 
P b defined by (2.6). In this case the resulting function P ~ 
still depends upon k, so that a more general factorization is 
not required. Put A.o+ I: = A. + (b) and we find in this case 
that 

P~: = ( - a l - blk)ElI - kE21 

+ (a l - a3 - k(b3 - bl»E22 

- kE32 + (a3 + kb3)E33 · 

The Miura transformation is determined from 

bl,x +bl(2a l -a3) +k(bi -b2) =0, 

b2.x + b2(a l + a3) + kb lb2 = 0, (2.7) 

b3,x + b3(2a3 - al ) + kb2 + kb3(b3 - bl) = O. 

It follows from the theory of Sec. I that we obtain a Miura 
transformation when b2 = O. There are several degenerate 
cases in the resolution of (2.7) for a l and a3• They are (i) 
a l = 0,a3#0; (ii) a3 = O,al #0; and (iii) a l = aa3,aacon­
stant. An examination of (2.3) shows that for each case we 
require k = 0 and then we find that (i) Uo = 0, (ii) 
Uo = ul,x' (iii) Uo = ~UI.x and a = 1. These arejustthe cases 
that arise in the factorization of the scalar Lax operator L. 9,10 

The scalar operators corresponding to (i) and (ii) are ad­
joint and give rise to the same hierarchy of integrable equa­
tions. The operator is usually called the Sawada-Kotera op­
erator after the lowest order nontrivial integrable equation 
obtained from a Lax pair. II Similarly the operator corre­
sponding to (iii) is the Kupershmidt operator. 

The Miura transformation for the system {p2,Q 2} ob­
tained from (2.7) is 

a3 - 2al = bl,x/bl + kb l , 

a l - 2a3 = b3,Jb3 + k(b3 - bl) . 
(2.8) 

We note that Eqs. (2.5) and (2.8) are the Miura transforma­
tions for the first and second factorizations even when spe­
cialization occurs in the seed equation. 

If 

A.o-
O = A. - (c): = clElI + c2E 21 

+ c3E22 + C4E31 + C5E31 + C6E33 , 

then necessary and sufficient conditions for the existence of a 
solution to the first factorization problem are obtained from 
Eqs. ( 1. 9) . Thus from the A.o--:x ° equation we get 
C3 = C5 = C6 = 0 and 
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Cl,x + (uo + k 3)C4 - clal = 0, 

C2,x + CI - UIC4 + alc2 = 0, 

C4.x + C2 - c4al = 0 , 

where (uo,u l ) correspond to a second solution (P~ ,Q~) 
e{po,QO}. These equations together with the set obtained 
from the A.o-.,o equation give the conditions for the existence 
of a solution to the factorization problem. Thus if 

Tg: (Pg,Qg) -+ (P~ ,Q~ )e{po,QO} 

then Tg factorizes and defines an intermediate equation 
{p I,Q I} provided there exist values k = ke such that 
Tg (ke ) = sg (ke ) = A.o- °A.o+o and the components of A.o-

o 

satisfy the above conditions. 
We write out explicitly the equations obtained by factor­

ization of the Boussinesq system. The Boussinesq equation 
corresponds to Uo = ~vx + W, U I = v in the system below. 

Seed equation: Boussinesq equation: 

Pg = (uo - k 3)E13 - E21 + ulE 23 - E32 , 

Qg = -~uIElI + (UO-~UI,x -k 3)EI2 

+ (uo,x - ~UI,2x )EI3 + !u1E22 

+ (uo - k 3 - jul,x )E23 - E31 + jU IE33 ' 

uo" + ~UI,3x - UO.2x + ~UIUI,x = 0, 

ul,' + UI,2x - 2uo,x = 0 . 
First intermediate equation: Modified Boussinesq equa­

tion: 

P b = - alElI - kE21 + (a l - a3)E22 - kE32 + a3E33 , 

Qb = (-jul -a2)ElI -a3kE21 + (!u l +ala3)E22 

- k 2E31 + alkE32 + qUI + a2 - ala3)E33 , 

aI" + j( - al,x + 2a3,x - a/ + 2a/ - 2ala3),x = 0, 

a3" + j(2ala3 + a3,x - 2al,x + a/ - 2a1
2),x = 0, 

where a2 = al.x + a1
2. 

Second intermediate equation: Modified-modified Bous­
sinesq equation: 

P~ = ( - a l - blk)ElI - kE21 + (a l - a3 

- k(b3 - bl»)E22 - kE32 + (a3 + kb3)E33 ' 

Q~ = ( - JUI - a2 - a3b l k)EII 

+ ( - a3k - Pb3)E21 + qUI + ala3 + kb3al 

+ kb la3 + k2blb3)E22 - k2E31 + (ka l + k 2bl )E32 

+ qUI + a2 - ala3 - ka lb3 - k 2blb3)E33 ' 

3q, - 2P2x - q2x - q; - 2PAx - 2kqx eq 

+ 2k(px + qx )e P = 0 , 

3p, + P2x + 2q2x + P; + 2Pxqx - 2kpx eP 

+ 2k(qx + Px )eq = 0 , 

where b l = eP, b3 = eq
• 

At the next factorization general Backlund transforma­
tions are obtained. 

The factorization process associates one-parameter 
families of equations with the original seed equation. By us-
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ing the embedding process we can increase the number of 
parameters. We consider the canonical embedding of the 
Lax operator in sl (6,C). Let 

(2.9) 

where Pg (ki ) is defined in (2.3). Let W be the row vector 
formed from the rows of the upper triangular matrix 

1+ "L/IjEIjEGL(6,C). 
j>i 

Relabel the elements/q in W$equentially al,a2 .... ,als so that 
a3 = iJ4 and all = hs, for instance. Denote the relabeled 
triangular matrix by A + (a). Determine the Miura transfor­
mationsassociated withPg and A + (a); Then it is easy to see 
that the transformations are only the canonical ones ob­
tained previously since UI'~O and uo~O (all the other a/s 
are zero): 

a2 = a l •x + ai , 
UI = -a6•x -al,x -ar -a~ -ala6 , 

Uo = k i - a1,2x - 2alal,x + a)a6,x + ala~ - aia6 , 
(2,10) 

UI = - alS,x - a13,>: - ai3 - ais - a J3alS , 

Uo = k~ - a13,2x - 2a13a I3 ,X + a J3a IS,x + aJ3a~5 - ar3alS' 

The second factorization contains new possibilities. We 
find that withP~: = P~ (k l ) $p~ (k2 ) and Ao+ I: = A +(b), 

P~: = ( - al - b)kl)EII - klE21 + (a l - a6 

- k l(b6 - bl»)E22 - klE32 + (a6 + k lb6)E33 

+ ( - aJ3 - k2b13)E44 - k2Es4 + (a J3 - als 

- k2(b l5 - bJ3»Es5 - k2E65 + (a 15 + k2bIS )E66 ' 

(2,11) 

The Miura transformation consisting of four independent 
equations is to be resolved from the following system: 

bl,x - k lb2 + bl(2a l - a6 ) + klbi = 0, 

b2,x + b2 (a6 + a l ) + k lbl b2 = 0, 

b3,x - k2b4 + b3 (a l - a13 ) + k lblb3 = 0, 

b4,x - k2b5 + b4(a 13 - a l5 + al) + k lblb4 = 0, 

bs,x + b5(a l + a15 } + klblbs = 0, 

b6,x + k lb2 + b6(2a6 a l ) + klb ~ - k lblb6 = 0, 

b"x + k lb3 - k2bg - b,(al - a6 + an) + k lb6b, 

klblb, =0, 
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bs,x + k lb4 - k2b9 + bg(a l3 - a l5 - al + a6) + k lb6bg 

-klblbg=O, 

b9,x + klbs + b9 (01s - al + a6) + k lb6b9 - k lblb9 = 0 , 

blO,x - k2bll + klb, - blO(a6 + 013) - k lb6blO = 0, 

bu,x - k2b12 + klbg + bll (a n - 0IS - a6) - k lb6bll = 0, 

bl2,x + k lb9 + bl2 (a lS - a6) - k lb6bl2 = 0, 

bu,x - k2bl4 + bI3 (2aJ3 - als) + k2br3 = 0, 

bl4,x + bl4(a lS + 013) + k2b13bl4 = 0, 

blS,x + k2bl4 + blS (2a 1s - 013) + k2b1s - k2bJ3bls = O. 
(2.12) 

An obvious solution of these equations corresponds to 
the canonical embedding. However, there are other solu­
tions. For example, 

(a) - 2a6)b6 = b6,x + k1b ~ , 

(a6 - als )bl2 = bl2.x - k 1b6bl2 , 

with all other bi's zero. 
This Miura transformation defines a two-parameter 

equation associated with the Boussinesq equation. By the 
methods of this paper we also obtain a zero curvature repre­
sentation for it in s1(6,C), 
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It is shown that, for the system of first-order ordinary differential equations of the form 
dxa /dt = fa (xb ), it is always possible to construct a locally defined nondegenerate symplectic 
structure nab (x), and write the equations as the canonical equations for some Hamiltonian 
function H(x) such thatfa nab = V bH. Furthermore, a Lagrangian L(x,x), which is linear in 
the velocities dxa / dt, can be found, whose variation yields these same canonical equations. 
Finally we discuss, via the Dirac brackets, how the standard transition from a Lagrangian 
system to a Hamiltonian system works in this pathological case. 

I. INTRODUCTION 

We consider a system of ordinary first-order differential 
equations of the form 

dx
a 

=xa = r(xb) ( 1.1) 
dt 

on a 2N-dimensional l manifold 1. There appears to be a 
common misconception in the literature,2.3 namely, that sys­
tems of equations of the form ( 1.1 ), with dissipation, do not 
possess a Hamiltonian structure. It is one of the purposes of 
this paper to point out that this is not true; i.e., all systems of 
the form (1.1) do possess (locally or frequently globally on 
the original manifold or on the covering space) a Hamilto­
nian structure. Though this fact has already been pointed 
out,4 the issue continues to be misunderstood in the discus­
sions of chaotic systems. We thus felt it was appropriate to 
discuss it once more. 

We will show that 1 can be given (locally) a symplec­
tic structure and (1.1) can be written as the canonical equa­
tions of motion for some Hamiltonian H(x) and the asso­
ciated nondegenerate symplectic form nab so that it 
becomes 

x a = VbHnba. (1.2) 

Furthermore we show that there is a simple (but in general 
pathological) Lagrangian L(x,x) given as a function on the 
tangent bundle of 1, which is linear in the velocities xa

, 

whose Euler-Lagrange equations are essentially (1.2), 
namely, 

Xanab=VbH. (1.3) 

Note that in this pathological situation 1 is now playing 
the role of a 2N-dimensional configuration space. In the at­
tempt to go, in the standard fashion, from this Lagrangian 
based on the 2N-dimensional configuration space to a Ham­
iltonian formalism, the new phase space should be 4N di­
mensional. We show that, using the Diracs.6 theory of con­
straints (the constraints arising from the pathology of the 
Lagrangian), the resulting phase space is again the 2N-di­
mensional manifold 1 and the canonical equations are still 
(1.3). 

We illustrate the above ideas with several examples in-

cluding the case of the one-dimensional damped harmonic 
oscillator. 

The problem discussed here arose in our attempts 1 to 
understand how to construct a quantum theory associated 
with classical equations of motion for which there does not 
exist a standard Lagrangian version. Physical examples of 
systems of this type abound, as for example, all Yang-Mills 
theories based on groups for which there does not exist a 
nondegenerate quadratic form. It becomes clear that even in 
these cases Hamiltonians do exist-but what to do with 
them is not so clear. 

II. THE HAMILTONIAN AND SYMPLECTIC STRUCTURE 

On the manifold 1, we wish to introduce a (local) sym­
plectic structure [making 1 (locally) into a phase space] in 
the following fashion. We require a two-form nab to satisfy 
the following conditions. 

(1) It must be Lie-dragged by the vector field fa , i.e., 

.!t'fnab =r Vc nab + nac Vbr + ncb Var = O. (2.1) 

(2) It must be nondegenerate, i.e., it must have a unique 
inverse nab with 

nab nbc = {ja C • 

(3) It must be closed, i.e., V[cnabJ = 0, and hence be 
locally exact. Thus 

nab = Va9 b - Vb 9 a 

for some one-form 9 a which plays an important role in what 
follows. 

It is easily seen that such a two-form does exist, at least 
locally. By introducing coordinates so that the integral 
curves of ( 1.1) are constant on 2N - 1 of them and on the 
last Xl = t, the field fa takes the simple form fa = {jl a . 
Equation (2.1) is then satisfied by a constant n and thus the 
remaining conditions are easily satisfied. 

Once a symplectic form is found, a Hamiltonian H(x) 
can be defined by 

vbH=fanab 
or equivalently by 

H=fa9 a · 

(2.2) 
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The integrability conditions are satisfied by (2.1) and the 
fact that fl"b is closed. We thus have 

x a = VbHflba. (2.3) 

[Note that though we are using the original coordinates xa 

on JI given with f" , we could have switched to canonical 
coordinates x" = (qi,p}) =xa(x). There is, however, no 
compelling reason to do so.] 

III. THE LAGRANGIAN 

Given a Hamiltonian, the standard variational method 
to obtain the canonical equations is to vary the p's and q's 
independently in the expression 

A . 

L(q,p) = ;lPi - H(q,p) . (3.1 ) 

If, in the canonical equations iI = aH I api' one can solve for 
PI = PI (q,q), then by substitution into (3.1) a standard La­
grangian L(q,q) is produced. If, however, this cannot be 
done, we have a pathological situation analogous to the 
problem of passing from a Lagrangian to a Hamiltonian 
whenpi = aL laq cannot be solved for q(q,p). 

In general one expects this pathological situation. (For 
example, if the Hamiltonian is linear in one or more of the p's 
this problem occurs.) 

Using our arbitrary coordinates xa 
, our version of (3.1 ) 

L(x,x) = xaaa (x) - H(x) . (3.2) 

It is easily seen that the variation of the xa independently in 
(3.2) yields Eq. (1.3), namely, our canonical equations 

xaflab = VbH. (3.3) 

As an alternative point of view we can think of (3.2), 
with aa (x) and H(x) as given functions of x, as a Lagran-
gian (linear in the velocities) on the tangent bundle of the 
configuration space JI with standard Eu1er-La~ange equa­
tions also given by (3.3). We can then ask the question of 
how do we pass from the Lagrangian system with a 2N­
dimensional configuration space JI to the 4N-dimensional 
Hamiltonian system-and what type of equations do we ob­
tain? 

IV. THE HAMILTONIAN AND THE DIRAC BRACKETS 

Using (3.2) as a Lagrangian immediately produces a 
pathological Hamiltonian systemS since the defining equa­
tions for the canonical momenta 

aL 
P =-=a (x) 

a axa a 
(4.1 ) 

cannot be solved for the velocities, xa. In the language of 
Dirac's theory of constraints they become the primary con­
straints of the Hamiltonian system: 

Ca = Pa - aa (x):::::O. (4.2) 

by Dirac brackets. (This reduces the 4N-dimensional phase 
space by 2N dimensions to the constraint surface, which is 
our original manifold.) The Dirac brackets between the two 
functions A and B are defined (in this case) by the following 
expression: 

{A,B}* = {A,B} - {A,Ca}nab{Cb,B}. (4.4) 

Notice that if B is a constraint, say, Cd' then 

{A,Cd}* = {A,Cd} - {A'Ca Hlab{Cb ,Cd} 

= {A,Cd} - {A,Ca}nabnbd = 0, 

i.e., the constraints have a vanishing Dirac bracket with all 
functions, including the Hamiltonian. 

Formally the new Hamiltonian becomes 

Hr =xapa -L(xa,xa) 

=xa(Pa - aa(x») +H(x) =xaCa +H(x) (4.5) 

and thus on the constraint surface 

Hr =H(x). (4.6) 

The canonical equations of motion are then, in the Dirac 
theory, 

x d = {xd,H}* = {xd,H} - {xd,Ca}nab{Cb,H} 

=o_~d nab aH 
a aXb 

or 

x d = VbHnbd
, (4.7) 

our equations of motion, (1.3). The symplectic structure 
associated with the Dirac bracket is thus our original sym­
plectic structure fl bd • 

V.EXAMPLES 

A. The damped harmonic oscillator 

The damped harmonic oscillator equation, x + aX 
+ px = 0, can be written as 

x=y-=P, y= -ay-bx-=j2. (5.1) 

Equation (2.1) then becomes 

yn,x - (ay + px)n,y = an, (5.2) 

with fl -= flxy = - n yx ' It can be easily solved by the meth­
od of characteristics yielding a (particular) solution 

n = [(liJIX - y)/(liJl - liJ2)]V, (5.3) 

with liJl and liJ2 defined by a = - (liJ l + liJ2) and p = liJ lliJ2 
and v = al liJ2' 

The equations [(2.2)] to determine the Hamiltonian 
are 

fly = aH and n(ay+px) = aH, 
ay ax 

with a solution 
Notice that, because the Poisson brackets between the con-
straints become H(x) = [liJ2/ (liJ2 - liJI)] (liJIX - y)(liJ~ - y)fl. (5.4) 

(4.3) 

and because of the nondegeneracy of the flab' the constraints 
are all second class and hence can be eliminated, i.e., all Pa 
can be replaced by aa (x)and the Poisson brackets replaced 
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In the limit of no damping, with a ..... 0 and liJ I..... - liJ2 ..... iliJ, 
we have that 

fl ..... l and H ..... !(y + liJ2X2) , (5.5) 

the undamped symplectic form and Hamiltonian. 
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Finally the one-form a a is found to be 

ax = (1V2/2oJ1) (y - IVIX)'o + <I>.x , 

a y = (IVZ/2oJ21)(y -IVIX)'o + <I>,y , 

with <I> an arbitrary function of x and y. 
Indeed it is a straightforward matter to show that the 

general class of time-independent second-order equations of 
motion of the form 

x =F(x,x) (5.6) 

can be supplied trivially with a symplectic form and a Hamil­
tonian. Simply write the equation as a two-dimensional sys­
tem: 

X=y=/l, 

jI = F(x,y) =/2, 
where their ratios for the orbit equation are 

dy F(x,y) 
dx=-y-' 

(5.7) 

(5.8) 

(5.9) 

Assume the solution of the orbit equation is of the form 
y = Y(K,x), where K is the constant of integration that 
specifies the orbit. Now substitute y = Y(K,x) into (5.7) 
and integrate the resulting equation to obtain 

x=X(K,t) , (5.10) 

y = Y(K,x(K,t» . (5.11) 

Consider these relations as describing a coordinate 
transformation on the orbit space from coordinates (x,y) to 
(q,p) where q = t andp = K, so that 

x = X(p,q) , (5.12) 

y = y(p,x(p,q»). (5.13) 

In these coordinates the equations of motion are now given 
by 

jJ=O, 

q= 1. 

The symplectic form is simply 

nab dxa 
/\ dxb = dp /\ dq , 

and the Hamiltonian is H = p. 

(5.14) 

(5.15) 

(5.16) 

This argument is the two-dimensional version of the ar­
gument given earlier for the existence of the symplectic 
form. 

B. Quadratically "damped" oscillator 

Consider the oscillator with a quadratic velocity term 

x+a.x2 +px=0. (5.17) 

Though the orbit equation can be solved explicitly we will 
turn to the equation for the symplectic form, (2.1), which 
becomes 

y an _ (ay + px) an = 2ay'o , 
ax ay (5.18 ) 

with solution 

.0 = -exp2ax (5.19) 

and 

H = ! exp(2ax)(p /2a2 
- Y - px/a) . (5.20) 
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One can easily show from (5.20) that for positive H the 
orbits are periodic while for negative values, the solution is 
runaway. 

c. The Ice skate 

Sorkin9 has suggested that we use this technique to find 
a Hamiltonian for the equations of motion of a nonholono­
mically constrained system. He suggested that we consider 
the case of an ice skate, a system with three degrees of free­
dom. In this system, (x,y) locates the center of mass of the 
skate in the (x,y) plane and a determines its orientation 
with respect to the x axis. If I is the moment of inertia, m the 
mass, and A a Lagrange multiplier, the equations of motion 
are 

19=0, mX= -Asina, mji=ACOSa, (5.21) 

with the nonholonomic constraint 

xsina=jlcosa. 

Eliminating the Lagrange multiplier [via A = me(x cos a 
+ jI sin a)] and rewriting the above equations, with 
(XI,x2 ,x3 ,x4) = (a,e,x,x) , we have 

The symplectic form is 

0 SX4/X2 0 - sec Xl 

.0= 
_SX4/X2 0 1 - T/x2 

0 -1 0 0 
sec Xl T/x2 0 0 

with S = (sec2 Xl - sec Xl - Xl sec Xl tan Xl) and T 
= (tan Xl _Xl sec Xl) and 

D.Chaos 

One of the underlying motivations for the work de­
scribed here was eventually to try to study the relationship of 
a classical chaotic system with its "associated" quantum sys­
tem. In order to do this we had hoped that it would be possi­
ble to take a relatively "simple" system, like the Lorenz at­
tractor equations, and find its symplectic and Hamiltonian 
structure as a prelude to studying its quantum properties. 
However, we have been unable to explicitly integrate Eq. 
(2.1) for the symplectic form (aside from the special case of 
geodesics on compact, constant negative curvature sur­
faces 'o where the Hamiltonian structure is readily avail­
able). The basic impediment to this seems to be the impossi­
bility of finding exact solutions to the equations of motion 
for the chaotic system. It thus appears as ifthe transforma­
tion to canonical coordinates from the "physical" coordi­
nates is, itself, chaotic. It could well be that the classical and 
quantum Hamiltonian versions of most chaotic systems are 
simple and standard, with the difficulties being in the rela­
tionship between the physical variables and the canonical 
variables. It would thus seem that in the definition of a cha­
otic system, one must have a choice of coordinate chart. 
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VI. DISCUSSION 

We have seen that equations of the form (1.1) always 
have a local symplectic and Hamiltonian structure. We do 
not know and have been unable to find any references on the 
conditions required to make the symplectic and Hamilto­
nian structure global. 

An additional question pertains to the quantization of 
an arbitrary Hamiltonian system obtained in this way. In 
general, such Hamiltonians do not seem to be amenable to 
quantization. This question has not been carefully analyzed. 
These Hamiltonians are not, in general, interpretable as the 
energy (though they are conserved) and are usually non­
polynomial expressions. 

We are extending these ideas to field theory and, in par­
ticular, to cases where there is no obvious Lagrangian, e.g., 
to self-dual Yang-Mills theory. 
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Radius-dependent wave-speed functions for two- and three-dimensional inhomogeneous media 
are discovered that yield explicit, general, radially symmetric solutions that are wake-free 
(tailess). For the corresponding finite regions, the eigenfrequency spectra for radially 
symmetric vibrations with Dirichlet boundary conditions are shown to be exactly harmonic. 

I. INTRODUCTION 

It is well known 1-6 that the solutions to the ordinary 
wave equation in one and three dimensions possess basic 
differences from those in two dimensions. D' Alembert's gen­
eral unidirectional traveling-wave solution in one dimension 
and the general spherically symmetric expanding progres­
sive spherical-wave solution in three dimensions are wake­
free (tailess, clean cut). If a source signal ceases, the distur­
bance at a finitely distanced point will also cease in a finite 
time, i.e., sharp signals remain sharp. In contrast, in two 
dimensions, for circular symmetry, an expanding circular 
wave (or cylindrical wave in three dimensions, independent 
of axial coordinate) does not have this property; there is an 
indefinitely prolonged tail (wake, reverberation, residuaf). 

This phenomenon can also be generalized in terms of the 
problem of radiation from a given spatially localized source, 
thereby relating it to the absence of an indefinitely prolonged 
residual effect at another point as a result of the source sig­
nal. 2-4.6.

7 Thus traveling waves resulting from general local­
ized sources in odd space dimensions are sharp, while those 
in even space dimensions are not. 

The Hadamard conjectureS asserts that this overall situ­
ation also pertains for wave equations with nonconstant co­
efficients. Garabedian9 has discussed the situation for odd 
and even n-dimensional spaces. 

In this paper, we show that for certain radius-dependent 
wave-speed functions in two dimensions, the general circular­
ly symmetric expanding circular (cylindrical) wave solutions 
are wake-free. A sharp symmetric signal at (a circle sur­
rounding) the origin is transmitted as a sharp signal, with 
clean cutoff. For one inhomogeneous medium the solution is 
unattenuated, but there is radial spreading of the (outward) 
traveling waveform. For the other inhomogeneous medium, 
the solution also undergoes a change of magnitude, and wave 
fronts propagate to infinity in finite time. 

These results might, at first sight, appear to be at vari­
ance with the above principles. However, the examples pre­
sented are solutions to wave equations equivalent via certain 
transformations to the one-dimensional constant-coefficient 
equation. Furthermore, although here we are concerned 
only with the explicit, general, radially symmetric solutions, 
these would not be the most general solutions to the corre­
sponding full two-dimensional wave equation. 

Despite the above-mentioned mathematical equiv­
alence, the resulting radial wave equation formulation is, of 
course, physically distinct in that it represents a new two­
dimensional medium. The solutions obtained are of consid-

erable interest as a novel wave phenomenon for cylindrically 
symmetric systems. 

A by-product of our approach is the discovery, also in 
the three-dimensional case, of a radial wave-speed function, 
of an inhomogeneous medium whose wave equation has a 
wake-free expanding spherical-wave solution, which may be 
unattenuated, and whose wave front propagates to infinity in 
a finite time. 

This paper may therefore also be regarded as an investi­
gation of operators that allow "relatively undistorted" pro­
gressing wave families, as defined by Courant. 10 

Finally, we discuss the eigenfrequencies for radially 
symmetric vibrations of the appropriate regions of finite ex­
tent in these inhomogeneous media with Dirichlet boundary 
conditions. These spectra are shown to be exactly harmonic. 

II. WAKE-FREE CIRCULAR (CYLINDRICAL) WAVES 

It is possible to find nonhomogeneous two-dimensional 
media in which circularly expanding waves are wake-free. 
To demonstrate this, we make use of the simple fact that 
solutions to the one-dimensional wave equation with spatial­
ly dependent wave speed, 

C I
2
(X)Uxx = u'" (2.1) 

yield solutions to the circularly symmetric two-dimensional 
wave equation (with radially dependent wave speed) 

C/(p) [vpp + (lIp)vp ] =Vtt> (2.2) 

through the relations 

xlL = In(pIR), 

v(p) = u(x), 

c2 (p) = (pIL) c1(x). 

(2.3a) 

(2.3b) 

(2.3c) 

Here, Land R are reference lengths included for dimension­
al reasons, and origins are chosen so that p = R when x = o. 

Equation (2.2) also pertains to cylindrical waves in 
three dimensions with independence from axial coordinate z. 

A. Unattenuated wake-free waves 

For constant CI = CI, Eq. (2.1) has the standard 
D' Alembert traveling-wave general solutions 

u(x,t) =f(x - CIt) + g(x + CIt), (2.4) 

wherefandg are arbitrary functions. Then, setting v = CII 
L and using Eqs. (2.3), we obtain for Eq. (2.2) with wave­
speed function 

c2 (p) = vp, (2.5) 

2434 J. Math. Phys. 29 (11). November 1988 0022-2488/88/112434-04$02.50 @) 1988 American Institute of Physics 2434 



                                                                                                                                    

the following general solution: 

v(p,t) = tP[ln(p/R) - vtJ + ,,,[In(p/R) + vtJ, (2.6) 

where tP and", are arbitrary functions, and R is retained for 
dimensional reasons. 

The solution involving tP represents a general circularly 
symmetric expanding circular (or cylindrical) wave that is 
unattenuated and wake-free in this inhomogeneous medium. 
Circularly symmetric sharp signals emanating from a circle 
surrounding the origin would result in sharp signals at any 
receiver point. Of course, the result is not "reciprocal," in 
the sense that a sharp signal from (a circle surrounding) a 
point that is not at the origin of this medium would not be 
propagated in the form (2.6). 

Equation (2.2) with (2.5) corresponds, forinstance, to 
waves on a membrane with an inverse-square-radial areal 
density function 

u(p) ='T'/c/ = ('T'/V)/p2, (2.7) 

where'T'is the (constant) membrane tension. Solutions (2.6) 
correspond to circle-front waves progressing with radial 
speedc2(p), Eq. (2.5). A signal emitted atp = R takes time 
(lIv)ln(p/R) to reach radiusp>R, and a sharp signal at 
p = R has the same duration at any receiver point. There is 
no "tail" or residual disturbance. 

The solution (2.6) may also be written in the form 

v(p,t) =tP2(pe- vt ) + "'2(pevt ). (2.6') 

The waves are unattenuated in amplitude, but the outward­
traveling waves (first term) are spread out radially as t in­
creases, whereas the inward-travelling waves are com­
pressed. 

B. Another wake-free medium 

As found by Syngell (cf. Lewisl2) there is, in fact, one 
other special form of the wave speed in one dimension for 
which the general solution to (2.1) can be expressed in terms 
of arbitrary functions involving progressive waves. If 

cl(x) = (Ax+B)2 (2.8) 

(with A #0), then (2.1) hasgeneralsolutionll
,13 

u(x,t) = (Ax+B){f[lI(Ax+B) +At] 

+ g[ lI(Ax + B) - At]}. (2.9) 

[Waves such as (2.9) with a specific factor outside the arbi­
trary functions have been termed "relatively undistort­
ed."IOJ Hence here setting a = A $ and /3 = B /$, we 
obtain [from Eqs. (2.3)] for Eq. (2.2) with wave-speed 
function 

(2.10) 

the general solution 

v(p,t) = [aln(p/R) +/3 J{tP[lI(aIn(p/R) +/3)+atJ 

+ "'[ lI(a In(p/R) + /3) - at]}. (2.11) 

The solution involving tP in (2.11) represents a relatively 
undistorted general circularly symmetric expanding circular 
wave of speed (2.10) that is wake-free. This heterogeneous 
medium corresponds to a membrane with an areal density 
function 
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(2.12) 

The solution (2.11 ) becomes indefinitely large as p ..... 00, just 
as for the Synge solution (2.9) for the heterogeneous one­
dimensional (string) casell as x ..... 00. We find that a signal 
emitted at p = R takes time 

t2 = (l//3)ln(p/R)/[a In(p/R) + /3J (2.13) 

to reach radius p > R, and the duration of a signal received at 
p is equal to that of a sharp signal at p = R. Furthermore, as 
p ..... 00, in (2.13), t2 ..... 11 (a/3) which is finite. The wave front 
propagates to infinity in a finite time. 

Tlie solutions (2.6) and (2.11 ) obtained above for those 
special inhomogeneous media are in striking contrast to the 
general solutions of (2.2) for the homogeneous two-dimen­
sional or cylindrical case c2 = C2 , constant, which assume 
the "somewhat intractable" form of integrals 14 

v(p,t) = 1"0 tP(p cosh ~ - C2t)d~ 

(2.14 ) 

which imply the persistence of a "tail" even for a temporary 
source. 

III. WAKE-FREE SPHERICAL WAVES IN AN 
INHOMOGENEOUS MEDIUM 

The three-dimensional scalar wave equation for spheri­
cally symmetric waves with radius-dependent wave speed 
may be written as 

c/(r) (rw)" = (rw)tto (3.1) 

whose solutions may be written down immediately from 
those of the one-dimensional wave equation (2.1) for inho­
mogeneous media by using the formal relations 

rw(r) = u(r), (3.2a) 

(3.2b) 

For constant C3 = e3, solutions (2.4) give the well-known 
attenuated progressive general spherical wave solutions 

w(r,t) = (lIr) [F(r- e3t) + G(r+ e3t)J, (3.3) 

where F and G are arbitrary functions. 
One inhomogeneous three-dimensional medium may 

now be found that has general spherically symmetric wake­
free spherical wave solutions. For the wave-speed function 

c3 (r) = (Ar+B)2 (3.4) 

(with A #0) analogous to (2.8), the Synge-type solutions 
(2.9) in the one-dimensional case give, via Eqs. (3.2), the 
general solution to (3.1): 

w(r) = [A + B /r] {F[ lI(Ar + B) + AtJ 

+ G[lI(Ar+B) -At]}, (3.5) 

where F and G are arbitrary functions. [Such a situation 
could be realized, for example, by w = p, the (excess) acous­
tic pressure in the linearized theory of sound propagation in 
inhomogeneous gases with radially varying sound speed. IS J 

The function F corresponds to a general spherically 
symmetric outwardly progressing wake-free wave of speed 
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(3.4). These waves, in general, undergo some distortion. 
However, in the case where B = 0, i.e., c3 (r) a: r 2, we see 
that these spherical waves are unattenuated throughout their 
propagation. 

A signal emitted at r = a takes time 

t3 = (Aa + B) -I(r - a)/(Ar + B) (3.6) 

to reach radius r> a. Sharp signals at r = a are sharp at gen­
eral radius r and are of the same duration. As r-- 00 in (3.6), 
t3 -- [A (Aa + B) ] -I, so the spherical wave front propagates 
to infinity in a finite time and, by (3.5), the amplitude re­
mains finite. 

IV. HARMONIC EIGENFREQUENCY SPECTRA 

It is profitable also to investigate the eigenfrequency 
spectra that arise from imposing Dirichlet boundary condi­
tions on a finite region, appropriate to the coordinates for the 
three inhomogeneous media discovered in the previous sec­
tions. 

It is well known 16 that the frequency spectrum for radial 
vibrations of an annular membrane with fixed rims and in­
verse-square density [Eq. (2.7)] is exactly harmonic. This, 
in fact, follows directly from the standard constant-density 
string example and the transformations (2.3) with C I = CI, 

constant. 
It was shown by Borgl7 that the requirement of an exact­

ly harmonic spectrum for a vibrating string with fixed ends 
requires (for suitably smooth functions) either constant 
wave speed (density) or squared-distance dependence of 
wave speed, Eq. (2.8), i.e., inverse fourth-power density. 18.19 

Therefore, the radial vibrations of a fixed annular membrane 
with areal density function of the form (2.12) similarly pos­
sess an exactly harmonic spectrum. Explicitly, for a fixed 
annulus of inner radius R and other radius R2 with wave 
speed (2.10), i.e., areal density function (2.12), the eigen­
functions are found to be given by 

Xsin[n1T_I_n....:l(p~/_R....:)~ a In(R 2IR) + 13] 
In(R2IR) a In(pIR) + 13 

( 4.1a) 

(n = 1,2, ... ), with corresponding angular eigenfrequencies 

(4.1b) 

Next, in three dimensions, it is a standard result that 
solutions of (3.1) with C3 = C3, constant, within a sphere on 
the surface of which w = 0, yield an exactly harmonic eigen­
spectrum. (This corresponds to a "pressure release" surface 
in the acoustical context.) It follows from the above-men­
tioned Borg result for wave speed (2.8) for the string and 
from Eq. (3.1) that the radial eigenfrequency spectrum for 
wave-speed function (3.4) with Dirichlet condition on the 
bounding spherical surface is also exactly harmonic. 

The eigenfunctions for such a sphere of radius R3 are 
found to be given explicitly by 
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Wn (r,t) = (A + B Ir)sin[n1T(rIR 3 )(AR3 + B) 

X (Ar + B) -I ]exp( - iUJnt), (4.2a) 

with angular eigenfrequencies 

UJn = n(1TIR3 )B(AR3 + B). (4.2b) 

V. CONCLUSIONS 

We have found the solutions (2.6) and (2.11) that yield 
wake-free progressive circular (cylindrical) waves in inho­
mogeneous two- (three-) dimensional media. In contrast to 
the solutions (2.4), (2.6), and (3.3), the solutions (2.9) in 
one dimension, (2.11) in two dimensions, and the new wake­
free three-dimensional solution (3.5) possess an overall 
multiplicative function factor outside the arbitrary functions 
that is the general radial solution to Laplace's equation for 
the correspondingly dimensioned radial symmetry. 

Radial eigenfunctions and eigenfrequencies for Dirich­
let boundary conditions with radial wave speeds (2.10) in 
two dimensions [annulus: Eqs. (4.1)] and (3.4) in three 
dimensions [sphere: Eqs. (4.2)] have been presented in Sec. 
IV: the spectra for these radially symmetric vibrations are 
harmonic. Thus the annulus with (2.10) is isospectral,19 as 
far as its radial eigenfrequencies are concerned, with an an­
nulus with wave speed (2.5) (for appropriate choice ofpa­
rameters), and the sphere with (3.4) is radially isospectral 
with a sphere with constant wave speed. 

Finally, it is intriguing to note that, as well as possessing 
the wake-free traveling-wave solutions (2.9) and a harmonic 
spectrum for a finite domain with Dirichlet boundary condi­
tions as mentioned above, the squared-distance speed func­
tion (2.8) in the one-dimensional wave equation (2.1 ) is also 
singled out by possessing another property unique among 
space-dependent wave speeds, as shown by BIuman and Ku­
mei13: the invariance group of the corresponding wave equa­
tion is infinite. In view of the transformations (2.3) and 
(3.2), respectively, and the findings of this paper, this 
unique infiniteness would also be the case for invariance 
groups for the two-dimensional radial wave equation (2.2) 
with wave speed (2.10) and the three-dimensional radial 
wave equation (3.1) with wave speed (3.4). 

Ip. M. Morse and H. Feshbach, Methods of Theoretical Physics (McGraw­
Hill, New York, 1953), Part I, Sees. 6.1 and 7.3. 

2R. Courant and D. Hilbert, Methods of Mathematical Physics (Wiley, 
New York, 1962), Vol. II; R. Courant, Partial Differential Equations 
(Wiley, New York, 1962), Chaps. III and VI. 

'P. R. Garabedian, Partial Differential Equations (Wiley, New York, 
1964), Chap. 6. 

4G. F. D. Dulfand D. Naylor, Differential Equations of Applied Mathemat­
ics (Wiley, New York, 1966), See. 10.3. 

5G. B. Whitham, Linear and Nonlinear Waves (Wiley, New York, 1974), 
Chap. 7. 

"E. Zauderer, Partial Differential Equations of Applied Mathematics (Wi­
ley, New York, 1983), Sec. 5.4. 

7J. Hadamard, Lectures on Cauchy'S Problem in Linear Partial Differential 
Equations (Yale V.P., New Haven, 1923), See. 111. 

"Reference 2, p. 765. 
"Reference 3, Sec. 6.4. 
IOReference 2, Chap. VI, Sec. 18. 
"J. L. Synge, Q. Appl. Math. 39, 292 (l98\). 

H. P. W. Gottlieb 2436 



                                                                                                                                    

12J. T. Lewis, Q. Appl. Matl1. 38, 461 (1981). 
I3G. Bluman and S. Kumei, J. Math. Phys. 28, 307 (1987). 
14H. Lamb, HydrodY1fllmics (Dover, New York, 1932), 6th ed., Sec. 302. 
I5Compare the formulation for the circular (cylindrical) case by J. E. Cole 

III, J. Acoust. Soc. Am. 81, 222 (1987). 

2437 J. Math. Phys .• Vol. 29, No. 11. November 1988 

16A. B. Bassett, An Elementary Treatise on HydrodY1fllmics and Sound 
(Deighton Bell, Cambridge, 1900), p. ISO. 

I7G. Borg, Acta Math. 78, 1 (1946). 
18W. Mothwurf, Mh. Math. 40, 93 (1933). 
19JI. P. W. Gottlieb, J. Math. Anal. Appl. 132, 123 (1988). 

H. P. W. Gottlieb 2437 



                                                                                                                                    

Supermultlplet of particles In a Coulomb potential: States and wave functions 
from the representation theory of OSp(2,1) 

Louis Benoit and Luc Vinet 
Laboratoire de Physique Nuc/eaire, Universite de Montreal, CPO 6128, Succ. A, Montreal, 
Quebec H3C 317, Canada 

(Received 2 April 1988; accepted for publication 20 july 1988) 

A supermultiplet of two spin-O and one spino! particle in a Coulomb potential has been shown 
recently to possess a dynamical OSp(2, 1) symmetry algebra. The canonical chain of maximal 
subalgebras leads to a natural choice of quantum numbers and state vectors. The relevant 
representations of OSp(2, 1) are constructed in this adapted basis, and the wave functions 
subsequently obtained by going to a coordinate realization. 

I. INTRODUCTION II. AN OSP(2,1) REALIZATION 

Over the last few years, the role of superalgebras as dy­
namical algebras in quantum mechanics has been well exem­
plified. I A case of special interest discussed by D'Hoker and 
Vinet2 is that of two spin-O and one spino! particle with elec­
tric charge - ale in the field of dyons with electric charge e 
and magnetic charges, respectively, (q ± Vie and qle. The 
Hamiltonian for such a system is given by 

The rank-2 OSp( 2,1) superalgebra is eight dimensional. 

HD = + [Pi - (q - ~ ~) A rr 
a (A, - q)2 - q~ + A~2 A,tS; 

- 2r + 2r - -;S-' i= 1,2,3, 

(1.1 ) 

where A r is the vector potential for a magnetic monopole of 
unit strength, 

( 1.2) 

and A, and a are free parameters. Remarkably, as first dem­
onstrated in Ref. 2, HD admits an OSp(2,1) Ell SU(2) spec­
trum supersymmetry that allows for an algebraic resolution 
of the dynamics. The problem is to construct explicitly the 
relevant irreducible representations of the symmetry super­
algebra. We address this question here. A natural represen­
tation basis has already been characterized in Ref. 2 by us­
ing, for quantum numbers, the eigenvalues of the Casimir 
operators associated to the following canonical chain of 
maximal subalgebras: OSp (2, 1) Ell SU (2) :J 0 (2) Ell 0 (2,1 ) 

EEl UO) :J0(2) EEl 0(2) EEl U(l). In this paper, we complete 
the construction of the corresponding representations and 
obtain the action of the ladder operators in the given basis. 
We also compute the wave functions by going to a coordi­
nate realization. 

The paper is organized as follows. In Sec. II, we intro­
duce a particular realization of OSp (2,1 ) Q) SU (2) in terms 
of differential operators in two complex variables. Using di­
mensional reduction techniques, we show in Sec. III how it 
arises as the spectrum-generating algebra for H D' The sym­
metry-adapted state vectors are characterized in Sec. IV and 
the action of the dynamical group generators on these vec­
tors are given in Sec. IV. The wave functions are the object of 
Sec. VI, and conclusions follow. 

Ifwe denote by R, B ± ' and Y the four bosonic elements of a 
Cartan-like basis, the OSp(2,l) structure relation can be 
written as 

[R,B±] = ±B±, [B+,B_l = -2R, 

[R,Yl = [B± ,Y] =0, 

{F:-·R,F:-·R} = 0, {F~ ,F~ } = B ± ' 

{F~ ,F~ } = R ± Y, 

[R,F~R] = ± !F~R, [Y,F~ J = -!F~, 
[y,F~ ] = !F~ , 
[B±,F~R] =0, [B±,F~R] -:r-F~R. 

(2.1a) 

(2.1b) 

(2.1c) 

(2.1d) 

(2.1e) 

The above algebra is realized as follows. Let Za' a = 1,2, de­
note two complex variables and introduce the 4 X 4 matrices 

1 ( 0 
'T/I = - J2 1 - U

3 

1 + ( 3) 

o ' 

1 (0 U1 + j(2) 
'T/z = - J2 - U

1 
- iU2 0 ' 

which satisfy 

{'T/a,'T/b} = {'T/!,'T/H = 0, 

{'T/a.'T/H = 28ab• a,b = 1,2. 

(2.2) 

(2.3) 

(The symbol U j stands for the Pauli matrices.) Define 

C=x +~, (2.4a) 

with 

It will also prove practical to use 

Si = ! 'T/!u',;b'T/b = (~ d~2)' 
Take 

F~ = -:r- (i/2)(aa -A,za/lzI2-:r-za)'T/a, 

F~ = (F~ )t, 

0) o . (2.4b) 

(2.5) 

(2.6a) 
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B± = ~ [(aa+Za)(aa+Za) 

A(A - C) UZau:.bZbSi ] 
- IzI2 + IzI4 ' 

Y = !(Za aa - Za aa) + l: - A, 

(2.6c) 

(2.6d) 

where A is an arbitrary parameter. It is straightforward to 
verify that these operators obey the relations (2.1). This re­
alization ofOSp(2,1) can be further enlarged by observing 
that all the above charges are invariant under the SU(2) 
action generated by 

J i = - !(Zau:.b ab - Zau:.b ab) + Si, i = 1,2,3. (2.7) 

NotealsothatC=z" aa -za aa + l: commutes withJiand 
all the OSp(2,1) generators. We have thus obtained a real­
ization of the direct sum algebra OSp(2,1) 
$ SU(2) $ U(1). 

III. DIMENSIONAL REDUCTION AND THE COULOMB 
PROBLEM 

We shall now establish the relation between the realiza­
tion of Sec. II and the three-dimensional system whose dy­
namics is governed by the Hamiltonian H D of Eq. (1.1). 
Introduce the coordinates 

0<7<00, O<e<1T, 0<¢<21T, 0<a><41T (3.1) 

through 

ZI = ~ cos(e 12)exp[ (i/2) (a> - ¢)] , 

Z2 = ~ sinCe 12)exp[ (i/2) (a> + ¢)] . 

In terms of these, the operator C takes the form 

C= -i~+l:. 
aa> 

Consider now the eigenvalue equation 

R\Ii = a( - 4E) - 1I2\1i. 

(3.2) 

(3.3 ) 

(3.4 ) 

Since C is central it can be diagonalized simultaneously 
with R; this allows one to separate the variable a>. From the 
condition 

c\Ii = 2q\li, 

we get 

(3.5) 

\Ii (7,e,¢,a» = e(q - (1/2)1:",,'11 (7,e,¢). (3.6) 

Note that q must be an integer or a half-integer for \Ii to be 
single valued. Using these wave functions in (3.4) and elimi­
nating the a> dependence, one is left with the following eigen­
value problem: 

R'II=a(-4E)-1/2'11, (3.7) 

with 
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R=- 7 -1-- q--l: A. +7 A 1 {[ . a ( 1) D]2 
2 a,; 2 I 

+ (A - q)2 ~ ql: + 4l:2 _ U;Si} . (3.8) 

. A 

The coordinates r in the above expression for R are given by 

(3.9) 

they correspond to the standard Cartesian coordinates on 
R3. Indeed, observe that, from (3.2), 

71 = 7 cos ¢ sin e, 72 = 7 sin ¢ sin e, 
(3.10) 

73 = 7 cos e. 
Multiplying (3.7) with 1/7 and rescaling according to 
7i ..... ( - E) 112';, we finally find that 'II satisfies the Schro­
dinger equation 

(3.11) 

As already mentioned, this equation describes the quantum 
mechanics of two spin-O and one spino! particles in dyon 
fields. 

By construction, R possesses a dynamical OSp( 2,1 ) 
$ SU (2) $ U ( 1) algebra. The projection of (3.4), which is 
achieved with the help of constraint (3.5), preserves these 
symmetries as C commutes with every generator. We may 

A 

therefore conclude that the eigenfunctions 'II of R belong to 
OSp (2,1) $ SU (2) representation spaces. These functions 
'II also happen to be eigenfunctions of H D' which thus admits 
an OSp(2,1) $ SU(2) spectrum supersymmetry. 

IV. THE QUANTUM NUMBERS AND THE BASIS STATES 

The eigenstates of H D can now be obtained by con­
structing bases for representations of OSp (2,1) $ SU (2). 
One choice of quantum numbers for the basis states of the 
irreducible representations of OSp (2,1) $ SU (2) is pro­
vided by the eigenvalues of the Casimir operators associated 
to the canonical chain of maximal subalgebras: 

OSp(2,1) $ SU(2):) 0(2)$ 0(2,1) $ U(1) 
c2.c-, J2 Y <:;, J:o, 

:) 0(2) $0(2) $ U(1). 
R 

The Casimir operators Co of O( 2,1) are well known and 
given by 

Co = ! (HK + KH) - D 2. (4.1) 

The quadratic and cubic Casimir operators of OSp( 2,1 ) 
have, respectively, the following expression3.4: 

C2 = Co - y2 - HF~ ,F~ ] - HF~ ,F~ ], (4.2a) 

C3 = Y( C2 - H F~ ,F~ ] - H F~ ,F~ ] - !) 
- HF~ ,F~ ]B_ - HF~ ,F~ ]B+ 

- HF~ ,F~ ]R - HF~ ,F~ ]R. (4.2b) 

In our realization, C2 and C3 are completely determined in 
terms ofj, q, and A so that at fixed angular momentum, the 
system is described by those representations ofOSp(2,1) for 
which 
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C2=j(j+ 1) -jo(jo+ 1), jo= Iql-!, 
C3 = (q-A)[j(j+ 1) -jo(jo+ 1)]. 

(4.3a) 

(4.3b) 

[As usual, the eigenvalues of J2 are written in the form 
j(j + 1), j = jo, jo + 1, ... , and those of J3 denoted by 
m = - j, - j + 1, ... ,j.] In order to characterize the states 
belonging to these irreducible representations, it is conven­
ient to replace Co and Yby 

(4.4a) 

and 

A = -!(1 - r)sgn(2 [F~ ,Fr: ] 

+ 2[ F~ ,F~ ]> +!(1 + r):~:, (4.4b) 

which represent an equivalent pair oflabeling operators. It is 
not difficult to check that Co and Y can unambiguously be 

'" reconstructed in terms of r and A, which both have their 
eigenvalues (X and a) equal to ± 1. As a matter off act, 

Co = ([J2 - jo(jo + 1) + (q - A)2] 1/2 

-l (1 - r )AP - l, 
Y=!(1 + r)A + (q -A). 

(4.5a) 

(4.5b) 

Finally, from the representation theory of 0 (2,1), we know 
the eigenvalues of R to be given by 

rn = (~j.a.x + n), n = 0,1,2, ... , 

if those of Co are written in the form 

Co = ~j.a.x (~j.a.x - 1). 

Here, 

~j.a.x = [j(j + 1) - jo(jo + 1) + (q - A )2] 1/2 

(4.6) 

(4.7) 

-!(1 - x)a +!. (4.8) 

In summary, we have the following eigenvalue equations to 
characterize the states of our system: 

J2Ij,m;a,x,n) = j(j + 1) I j,m;a,x,n) , 

J3 Ij,m;a,x,n) = mlj,m;a,x,n), 

A Ij,m;a,x,n) = alj,m;a,x,n) , 

rlj,m;a,x,n) = xl j,m;a,x,n) , 

(4.9a) 

(4.9b) 

(4.9c) 

( 4.9d) 

R Ij,m;a,x,n) = (~j.a.x + n)lj,m;a,x,n). (4.ge) 

The spectrum is then easily derived from Eqs. (3.4) and 
( 4. ge ), and one finds 

(4.10) 

v. ACTION OF THE LADDER OPERATORS 

We will now determine the action of the remaining gen­
erators on the basis vectors of Sec. IV. From the structure 
relations (2.2), we find that B ± act according to 

B ± Ij,m;a,x,n) 

2440 

= [(~j.a.x + n)(~j.a.x + n ± 1) 

- ~j.a.x (~j.a.x - 1)] 1/2 

X Ij,m;a,x,n ± 1). 
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(5.1 ) 

The operators F;R anticommute with r and therefore re­
verse the chirality X. From their commutation relations with 
Rand Y, one obtains 

+d~ (a)lj,m;-I,I,n- ~ ± ~ 8x.- I ), 

(5.2a) 

What remains is to obtain the various constants ~±R(a) and 
d;R(a). To this effect, note that 

[F~,F",!:] =!(.:1±d), (5.3) 

with 

.:1=2[Fr:,F~] -2[F~,F~], (5.4a) 

and 

d=2[Fr:,F~] +2[Fr:,F~], (5.4b) 

and the anticommutator of .:1 and d can be cast in the form 

{.:1,d} = - 32RY. 

Now d can be expressed as follows: 

d=4(C2 -CO + y2). 

(5.5) 

(5.6) 

Since d, R, and Yare diagonal in our basis, we may thus 
write 

(j,m;a,x,nl [F~ ,F"'!: ] Ij,m;a,x,n) 

= (j,m;a,x,nl [ - 4d- IRY ± Ad] Ij,m;a,x,n). 
(5.7) 

Recalling that {F~J,F",!: } = R + Y, we finally arrive at 
the following expression for the norms of F;RU,m;a,x,n): 

(j,m;a,x,nIF~ F",!: Ij,m;a,x,n) 

= (~ Ie"'!: (a') 12) 8x.18a. _I + Id~ (a) I 28x. _ I 

a 

= [~ - : (1 + X) ] 

X [~j.a.x + n + (: (1 + X) + q - A )] 

_a(1-X)[(~'~ +n)(q-A) +A], 4 }.a.x A 

(5.8a) 

L. Benoit and L. Vinet 2440 



                                                                                                                                    

(j,m;il,x,nIF~ F~ Ij,m;il,x,n) 

= (~ Ic'± (il') 12) 6x,I6a,I + Id ~ (il) 1 26X' _ I 

a 

= [~ + : (1 + X) ] 

X [ 6.i ,a,x + n ± (: (1 + X) + q - A )] 

+ : (1 - X) [ (6.i ,a,x + n) (q ~ A) ± A] , 
(S.8b) 

where A= [C2 + (!C_A)2jI12. The above relations im­
mediately give the coefficients d;'R when X is set equal to 
- 1. When X = + 1, one needs, in addition to (S.8), an­

other equation in order to determine the coefficients tf;R. 
Such a relation is provided by 

L ~/(il)d;'R(il) = 0, (S.9) 
a 

which is derived from (S.2) by exploiting the nilpotency of 
the operators F;'R. In the end one finds 

~± (il) = N _ a [A + ilA + ! ± ! + n] 1/2, 

~ (il) =ilNa [A+ilA+!±!+njI/2, 

(S.lOa) 

(S.lOb) 

d~ (il) =ilNa [A±ilA+!(1-il) +n]1/2, (S.IOc) 

d-'!: (il) = N -a [A ± ilA + !(1- il) + n]1/2, (S.IOd) 

where Na = [[6. + il(q - A) ]/2AjI/2. Substitution in 
(S.2) explicitly gives the action of the supersymmetry gener­
ators on the basis states 1 j,m;il,x,n). We have checked that 
the above coefficients could consistently be taken real. 

We should point out that when the angular momentum 
takes its lowest possible value,j = Iql - !, the corresponding 
OSp (2, I) representation comprises only half the number of 
states found in the generic situation. The only positive chira­
lity states 1 jo,m,il, 1 ,n) that can be defined in this case are the 
ones for which Iq - il/21 = Iql - !. Depending on the sign 
of q, this forces il to take a definite value. The OSp(2,1) 
representation is then erected above 1 jo,m,il, 1,0) by repeat­
ed application of the ladder operators whose action is still 
given by (S.2). 

VI. WAVE FUNCTIONS 

Now that we have found the action of the symmetry 
generators on our basis states, we can obtain the wave func­
tions algebraically by going to a coordinate realization. As 
functions over R + X S 3, the various basis states will read 

(r,O,t,6,wl j,m; 1,I,n) 

_ _ [\II(j,m'I'I,n~(r,o,t,6,w)] 
-'II -- (I,I,n) - 0 ' 

o 

( 6.1a) 
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(r,O,t,6,wlj,m; - I,I,n) 

_ _ _ [\II(j,m, - I'I~) (r,o,t,6,w)] 
='II( -I,I,n) - 0 ' (6.1b) 

o 
(r,O,t,6,wlj,m;il, - l,n) 

=\II(a,_I,n) = [~<J"~:-'~'(r'8'~''')]' (6.1c) 
'112 (j,m.a. - I,n) (r,O,t,6,w) 

We consider first the casej=l:jo' The wave functions 11 (I,I,n) 
are determined as follows. The w dependence has already 
been fixed. [See Eq. (3.6).] The eigenvalue equations asso­
ciated to J2 and J3 further allow one to separate the variables 
o and t,6 and to write \II(j,m,I,I,n) (r,O,t,6,w) in the form 

\II(i,m.I,I.II)(rO"'w) =el(q-I/2)Wp (r)fY . (0"') 
, ,.", n q - 1/2.j.m ''f'' 

(6.2) 

where the fY q-1/2.i,m (O,t,6) are the monopole harmonics.s 

The radial equation satisfied by Po (r) is gotten from (4. ge ), 
i.e., from R\II (1,1,0) = 6.i,I,1 \II (I,I,OP which, after separation of 
the angular variables, reduces to 

[ 
a2 a A2 _ 1 ] 
r-.::2+2--~+2A+ l-r po(r) =0. ar ar r 

(6.3) 

Its normalized solution is given by 

po(r) = [(2A+I/2/~r(2A+ l)je- r,"-1/2]. (6.4) 

The wave function \II (1,1,11) is obtained by successive applica­
tion of the ladder operator B +: 

B+ \II (I,I,n) = (r - r ;r - 6.i,I.1 - 1 - n) \II (1,1,11) 

= (n+ 1)(26.i ,I,1 +n)\II(I,I,II)' (6.S) 

A little algebra yields 

PII (r) = ( - 1 )II[22A + In!/r(2A + n + 1) ]1/2 

Xe- r
,"- 1I2L!A(2r). (6.6) 

The wave functions that remain are found by first computing 

\11(1,_1,0) = (A + A - q)-1/2<r,0,t,6,wIF~ Ij,m:l,I,O), 
(6.7a) 

\II( -1.1,0) = (A - A + q) -1/2<r,0,t,6,wIF~ Ij,m:l, - 1,0), 
(6.7b) , 

\11(_1,_1.0) = (2A+ 1)-1/2[N+<r,0,t,6,wIF~ Ij,m:l,I,O), 

-N_<r,O,t,6,wIF~ Ij,m:l,I,O)], (6.7c) 

and then applying B + repeatedly on each of these functions 
in order to increase the value of n. Setting x = r( - E) -1/2, 
we finally obtain for the eigenstates of the Hamiltonian H D , 

whenj=l:jo, 
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q,Um,a,I,n) (x) = ap i,a.l ( Ixl ) «Y ~ . (8 "') 
n q-aI2.],m ,'1', (6,8a) 

= ip~a, _ I( Ixl) [~ [( ~ + m)/2Jl Da «Y q.i- 112,m - 112 (8,t/» - ~ [(~ - m + 1 )/(2~ + 2)] ~D _ a «Y q,j+ 112,m _ 112(8,t/»] , 

~ [(j - m)/2Jl Da «Y q,j _ 112,m _ 112 (8,t/» + ~ [(j + m + 1 )/(2J + 2)] aD _ a «Y q,j+ 1/2,m _ 112 (8,t/» 
(6.8b) 

where 

p~a,x( Ixl) = ( - l)n[n!( - 4E)~/r(2~ + n) P/2Ixl~ -leI r=ElxllL ~~ - I [~ - 4E Ixl]' (6.8c) 

with E = Ei .a.x.n and ~ = ~i,a.x. Recall that the wave functions \Ii (a.l.n) and \Ii (a, _ I.n) are associated, respectively, to the spin­
O and spin-! particles of our multiplet. 

The casej = Iql-! is treated analogously. The expressions for the wave function are simpler and read 

q,u ... m.a.1,n)(x)=pi .. ,a,I(lxl)«Y ~ . (e"') 
n q - a/2,ju.m ,..,." 

On these lowest angular states the case q = A. is patho­
logical. In this instance, .!if = 1 + r and a is related to X. 
This indicates that the supersymmetry cannot be implemen­
ted6 and that the bosonic and fermionic sectors span separate 
o (2, 1) representations. 

VII. CONCLUSION 
In summary we have seen that there exists an N = 2 

dynamical supersymmetry for the system consisting of two 
spin-O particles and one spino! particle in a Coulomb poten­
tial. At fixed angular momentum, the entire dynamics is de­
scribed by a single irreducible representation of OSp (2,1 ) . 
The solutions to the corresponding Schrodinger and Pauli 
equations have been obtained by constructing these repre­
sentations. 

A special case covered by our analysis is that of the Pauli 
equation for a spino! particle in the field of a dyon. Indeed, 
for A. = q, the two lower components of H D read as follows 
after a mass M has been reinstated: 

Hp = _1_ (p _ eA)2 - ~ -...!... B.u (7.1) 
2M Ixl 2M ' 

where B = g(x/lxI 3
). The spectrum of Hp is obtained from 

Eq. (4.10), 
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(6,9a) 

(6.9b) 

'ifi,n,a 

-a2M = (7.2) 
2 [ ~j(j + 1) - t?g:z + 1 + ! (1 + a) + n F' 

and the wave functions are given by Eqs. (6.8) with x re­

placed by ~2Mx. 
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The symmetry properties of the N-particle multilevel system are studied. For indistinguishable 
particles, the total wave function must be either symmetric or antisymmetric in the exchange 
of any two particles. The internal states of the multilevel system are combined with suitable 
spatial wave functions to produce a totally symmetric or antisymmetric wave function. The 
problem of degeneracy and the method of combining a given permutational symmetry of the 
internal wave function with the same or the conjugate symmetry for the spatial part are 
described. It is found that Young's diagram corresponding to the given irreducible 
representation of the permutation group plays an important role. 

I. INTRODUCTION 

In a recent paper, I we have defined the correlated states 
and collective transition operators for an assembly of N mul­
tilevel atoms interacting with common radiation fields. We 
found that the possible states are determined by various al­
lowed Young diagrams, corresponding to various represen­
tations of the permutation group SN' The collective transi­
tion operators were obtained as the generators of the group 
SU (n), where n is the total number of atomic levels. In this 
paper, we study the symmetry properties of these "correlat­
ed states." The total wave function of the assembly consists 
of an orbital part and a spin part (spin here refers to the 
internal coordinate or the excitation state of the atom). The 
total wave function must also be symmetric or antisym­
metric under permutations of the atoms or molecules. For 
systems such as hydrogen and ammonia masers, the atoms 
are spatially separated, and there is no need for overall sym­
metrization of the wave function, while for lasers, the spatial 
correlation between molecules and the lasing mode is essen­
tial. This is very much analogous to how the Pauli principle 
can lead to magnetic effects even when there are no spin­
dependent terms in the Hamiltonian. The Pauli exclusion 
principle requires that the total wave function'll change sign 
under the simultaneous interchange of both space and spin 
coordinates. There is thus a strict correlation between the 
spatial symmetry of the orbital part (spin-independent) and 
the total spin. In this paper, ,we propose a technique for con­
structing total wave functions of desired symmetry. 

We first consider the gas or the interacting medium re­
ferred to as the molecular system to consist of a large number 
N of atoms or molecules each having two possible internal 
non degenerate energy states. This system interacts with a 
resonant radiation field. The transition from one internal 
state of the molecular system to another is described in terms 
of angular momentum operators corresponding to the spino! 
system. Omitting the radiation field, the Hamiltonian of the 
molecular system can be written as2 

'" '" N (j '" '" H = Ho + E 2: R 3 ) = Ho + ER3 . (1.1 ) 
j= I 

Here Ho represents the translational and intermolecular in­
teraction Hamiltonian, and it acts on the center of mass co­
ordinates only, E = IictJ is the level separation (excitation 
energy of each molecule), andR~) (a = 1,2,3) are the Car­
tesian components of the spino! operators of the jth mole­
cule. These operators satisfy the usual commutation rela­
tions 

[ 
(j) R (k)] _ ,~ '" (j) R a' IJ - lUjkEafJyR y , (1.2) 

where 8jk is the Kronecker 8 symbol and Ea/Jr is the com­
pletely antisymmetric Levi-Civita tensor. We also define the 
operators 

'" N '" Ra = 2: R ~), a = 1,2,3, (1.3 ) 
)=1 

and 
"'2 "'2 "'2 "'2 R =R 1 +R 2 +R 3 • (1.4) 

A typical energy state of the N-molecule system is writ-
ten as 

"c,:! = U~N)([II''''[N)¢/mN) • (1.5) 

Here U ~N) is the wave function describing the center of mass 
'" coordinates [1, ... ,rN' and is an eigenstate of Ho• 

B. U(N) = E U(N) (1.6) o g g g • 

The state 

~~N) = I + - - + ... ) ( 1.7) 

is the internal energy state or what we shall call the spin state 
'" of the system and is an eigenstate of R ¥) (for allj). with an 

eigenvalue! or -! depending on whether there is a + or 
- sign at thejth place. There are obviously 2N such states. If 
n+ and n_ denote the number of + and - signs in ~~N), 
then m is defined as 

2443 J. Math. Phys. 29 (11). November 1988 0022-2488/88/112443-07$02.50 @ 1988 American Institute of Physics 2443 



                                                                                                                                    

m=n+ -n_. ( 1.8) 

Further, 

N=n+ +n_ ( 1.9) 

is the total number of molecules. The total energy of the 
system is given by 

H·t.<N) - E .I,(N) ( 1.10) 
'Ygm - gm'Ygm' 

where 

(1.11) 

The "'~~/ is, in general, degenerate. Both U t) and if/mN) con­
tribute to the degeneracy. One may readily verify that the 
degeneracy ofthe state t/J~N) is given by 

N!/(N + m)/2)!(N - m)/2)!. (1.12) 

If we take a suitable superposition of t!te states t/J ~ N) such that 
this superposition is an eigenstate of R 2, 

R 2t/J~ = r(r + 1)t/J~!> , (1.13) 

then in analogy with the angular momentum states one finds 
that r is an integer with 

Iml<r<N. (1.14) 

The degeneracy of t/J~ is reduced, but not completely re­
moved. Thestatet/J~!>hasthedegeneracy [cf.Eq. (2) of Ref. 
2 and also Eq. (3.3) below] 

N!(2r+ 1)/(N + 2r+ 2)/2)!(N - 2r)/2)I. (1.15) 

The state t/J'Ntv,;, (corresponding to r having its maximum pos­
siblevalueN /2) isnondegenerate. Further, this state is com­
pletely symmetric under the permutation of internal spins. 
However, the state t/J~!>, for r#N /2, in general, does not 
have any definite symmetry under the permutation of the 
internal spins. 

If the molecules are indistinguishable, the total wave 
function t{I(N) must be symmetric for Bose molecules and 
antisymmetric for Fermi molecules. These limitatations on 
account of symmetry have been completely ignored 
throughout the study of two-level molecules by Dicke as well 
as others. 

The question naturally arises whether it is possible to 
choose a combination of the wave functions 

such that the resultant state has the desired symmetry. 3-5 

Here n is some parameter specifying the manner in which 
the states UgO or t/Jrmn transform under permutations. We 
wish to explore this aspect of the problem in the present 
investigation. 

Another generalization being considered recently is in 
treating the interaction problems. This is in regard to assum­
ing that each molecule has three or, in general, n energy 
states. Transitions from one state to another are described in 
terms of the operators that are the generators of SU (n). 
Again, one would be interested in constructing wave func­
tions that have a definite symmetry under permutations. We 
shall see that the Young diagrams corresponding to the giv­
en irreducible representation of the permutation group play 
an important role in the construction of such states. 
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In Sec. II, we obtain explicit expression for the three­
particle states of the two-level system with given symmetry 
and quantum numbers r,m. The twofold degeneracy of the 
state r = !, m = !, gets removed. In Sec. III we generalize 
this to N-particle states of the two-level system. This is then 
further generalized to the n-Ievel system in Sec. IV. In Sec. V 
we consider specific examples of two-particle and three-par­
ticle systems. 

II. THREE-PARTICLE STATES WITH GIVEN SYMMETRY 

In this section we consider a three-particle system of 
two-level "molecules" and give an explicit construction of 
states that are either symmetric or antisymmetric in the per­
mutation of these particles. The example will serve as an 
illustration for more complex systems to be considered in 
later sections. The total wave function is written in the form 

(2.1) 

where U is the wave function describing the center of mass 
coordinates of individual particles and t/J describes the 
"spin" state of the system. 

A. Spln--i states 

It is readily seen that the spin wave function 

1 + + +) (2.2) 

corresponds to r = ~, m = ~, and is nondegenerate. It is sym­
metric in the permutation of the three particles. 

Similarly the wave functions 

(1/~){1 + + -) + 1 + - +) + 1- + +)}, (2.3) 

(1/~){I- - +) + 1- + -) + 1 + - -)}, (2.4) 

and 

1- --) (2.5) 

correspond to r = ~ and m =!, -!, and -~, respectively. 
They are all nondegenerate and symmetric in the permuta­
tion of the three particles. 

Hence if the three particles are bosons, the total wave 
function is required to be symmetric. This is achieved by 
taking U to be symmetric, i.e., 

(2.6) 

where the summation includes all six permutations 
( /11>/12,/13) of (1,2,3). Written explicitly we have 

Ug• = (l/v'6){U1(rl) U2(r2) U3(r3) 

+ U1(rl) U3(r2) U2(r3) 

+ U2(rl)U3(r2)U1(r3) + U2(rl) U1(r2) U3(r3) 

+ U3(rl) U2(r2) U1 (r3) + U3(rl)U1(r2)U2(r3)}· 
(2.7) 

Thus the total wave function 

Ug.t/J312,m (2.8) 

is automatically symmetric. 
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Similarly if the three particles are fermions, the total 
wave function is to be antisymmetric, and this is achieved by 
taking U gO itself as antisymmetric, viz., 

1 
Uga =--;z r«5p"UI',(t"1)UI'2(rl )U,.,(t"3) 

v6 P" 

1 ~(~) ~(~) ~(~) 
= - U2(t"1) U 2(t"2) U2(t"3) (2.9) 

.[6 U3(t"1) U3(t"2) U3(t"3) 

Here «5 P" is ± 1 depending on whether the permutation PI' is 
even or odd. The wave function 

Uga r/l312,'" (2.10) 

is then antisymmetric. 
It maybe mentioned thatthestate Up [Eq. (2.6)] gen­

erates a one-dimensional irreducible representation of the 
symmetric group S3 where each element of S3 is represented 
by the number 1. This representation of S3 is customarily 
denoted by the Young diagram 

ITIJ . (2.11 ) 

On the other hand the state Uga [Eq. (2.9)] generates the 
other one-dimensional representation of S3 where even per­
mutations are represented by + 1, and odd permutations by 
- 1. Such a representation is denoted by the Young diagram 

§ . (2.12) 

Each of the spin wave functions (2.2), (2.3), (2.4), or (2.5), 
i.e., r/I,,,,, with r = ~, m = ~,~, -!, or -~, also generates the 
one-dimensional irreducible representation (2.11) of S3' 
Obviously no spin wave function generates the irreducible 
representation (2.12). In fact, only those irreducible repre­
sentations that have at most two rows can be generated by 
spin-! wave functions (cf. Wigner6

). Each of the wave func­
tions (2.8) generates the irreducible representation (2.11) 
of S3' whereas each of the wave functions (2.10) generates 
the irreducible representation (2.12). This, in fact, is a con­
sequence of the relations 

[IT] 

and 
[IT] 

B. Spln-} states 

ITIJ = [IT] (2.13) 

= (2.14) 

We now consider states with r = ~, m = !. This state is 
twofold degenerate. We may choose these states explicitly as 
follows: 

= (11.[6) 

X {21 + + -) - 1 - + +) - 1 + - +)}, 
(2.15a) 

la2) = r/l1I2,1I2,a,. = (1I~){1 + - +) -1- + +). 
(2.15b) 

These states are neither symmetric nor antisymmetric under 
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the permutation of the three particles. Since all permutations 
A A 

can be obtained by repeated application of P12 and P13 (inter-
changes of particles 1 and 2 and of particles 1 and 3, respec­
tively), we will restrict to symmetry under these operations 
only. We verify that the states la/) transform according to 
the following: 

A 

Pda l ) = + la l ) , 
A 

Pda2 ) = - la2) , 
A 

P13 la l ) = H -Ial) - 3Ia2)}, 
(2.16) 

P13 la2 ) = ~{ - ~Ial) + la2)} • 

If we can construct a set of orbital wave functions also 
satisfying analogous transformations, viz., 

A 

Pl1Xl = Xl' 
A 

Pl1X2 = - X2' 

P13Xl = !( - Xl - ~X2) , 

Pl3X2 = ~( - ~Xl + X2) , 

then it may readily be verified that the state 

t/ls = Xllal) + X21a2) 
A A 

(2.17) 

(2.18) 

is symmetric under the operators P12 and P13 and hence un-
der all permutations of the three particles. On the other 
hand, if we can construct states Xl and X 2 such that they 
satisfy transformations analogous to Eq. (2.17) except for a 
minus sign, 

A _ _ 

Pl1Xl = - Xl' A _ _ 

Pl1X2 = +X2' 

Plil = - ~(-Xl -~X2)' 
Pli2= -~(-~Xl+X2)' 

then the state 

t/la = Xllal) + X21a2) 

(2.19) 

(2.20) 

is antisymmetric under any transposition and hence under 
all odd permutations. 

There are in facttwo sets (XWX2l) and (X12,X22) satis­
fying Eq. (2.17), viz., 

Xu = (l/v'i2){2Ul(Xl)U2(X2)U3(X3) 

+ 2U2(X l ) U l (X2) U3(X3) 

- U3(Xl)U2(X2)Ul(X3) - Ul(Xl)U3(X2)U2(X3) 

- U3(Xl)Ul(X2)U2(X3) - U2(X l ) U3(X2) U l (X3)} , 

(2.21a) 

X2l = HUl(Xl)U3(X2)U2(X3) - U3(X l ) U2(X2) U l (X3) 

+ U2(Xl)U3(X2)Ul(X3) - U3(Xl) U l (X2) U2(X3)} , 

(2.21b) 

X12 = HUl (Xl)U3(X2)U2(X3) + U3(Xl) U l (X2) U2(X3) 

- U3(Xl)U2(X2)Ul(X3) - U2(Xl)U3(X2)U2(X3)} ' 

(2.22a) 
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X22 = (1IJ!2){2UI(XI)U2(X2)U3(X3) 

- 2U2(x l ) U I (X2) U3(X3) 

+ U3(XI)U2(X2)UI(X3) - U2(XI)U3(X2)UI(X3) 

+ UI(XI)U3(X2)U2(X3) - U3(XI)UI(X2)U2(X3)}' 
(2.22b) 

Similarly there are two sets (XWX21) and (XI2,X22) satisfy­
ing Eq. (2.19). In fact, we find that we may choose 

Xli = X21 
(i= 1,2) . 

X21 = - Xli 

Thus there are in fact two wave functions 

"'Is = XII la l } + X2da2} , 

"'2, = xdal} + xda2 } 

with even symmetry and 

"'Ia = Xlllal} + X2da2 } = X211al} - Xllla2} , 

"'2a = xdal} + X221a2} = X221 a l} - xda2} 

(2.23) 

(2.24) 

(2.25) 

with odd symmetry. However, it may be noted that no per­
mutation can transform one set of functions from (XWX21) 

into the other set (X 12'X 22)' They belong to different orthog­
onal spaces. Thus no interaction will connect "'Is to "'2, or 
"'Ia to "'2a' One may interpret it to say that the degeneracy of 
the state (r,m) is completely removed. 

Analogous considerations follow for the states with 
r=!, m = -!. 

In terms of the irreducible representations of S3' one 
finds that the wave functions (2.15) generate the two-di­
mensional irreducible representation 

(2.26) 

of S3' The dimensionality of this representation is in fact 
equal to the degeneracy of the state r = !, m = !. The orbital 
wave functions (2.21) or (2.23) also generate the same irre­
ducible representation (2.26). The orbital wave functions 
X I'X 2 generate an irreducible representation conjugate to Eq. 
(2.26), which in this particular case happens to be Eq. 
(2.26) itself. The result that we could construct states (2.18) 
and (2.20), which generate the irreducible representations 
(2.11 ) and (2.12), is a consequence of the fact that the direct 
product of Eq. (2.26) with itself contains the representa­
tions (2.11) and (2.12), i.e., 

(2.27) 

III. N-PARTICLE STATE WITH GIVEN SYMMETRY 

In this section we wish to consider the N-particle sys­
tem, where each particle has two levels, and hence behaves 
like a spin-! system. As stated earlier, the general energy 
eigenstate is a direct product of orbital function and spin­
wave function: 

(3.1 ) 

We wish to construct states with given (r,m) and with a 
given symmetry. 

It is well known6 that the spin wave functions generate 
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an irreducible representation of S N that corresponds to a 
Young diagram with at most two rows: 

OJ] II (3.2) 

The total number of squares in the diagram is N and the 
difference of the number of squares in the two rows is exactly 
r. The dimensionality of the irreducible representation (3.2) 
[cf. Ref. 7 and also Eq. (4.9) below] is given by 

d = N!(2r + 1 )/( (N + 2r + 2)/2)!( (N - r)/2)! , (3.3) 

which is exactly the degeneracy of the state with a given 
(r,m), i.e., there are d states, 

lal}=~~.~jJ i=I,2, ... ,d, (3.4) 

with a given (r,m). These states may be chosen to be orthog­
onal. However, these are neither symmetric nor antisym­
metric under arbitrary permutations of the N particles but 
transform linearly among themselves: 

A d (a) 
Plala l } = L rij laj }. (3.5) 

j= I 

Since all permutations can be obtained by repeated applica­
tions of the transposition PIa (a = 2,3, ... ,N), we have re­
stricted the consideration under such transpositions only. 
We now assert that it is possible to construct a set of orbital 
wave functions Xi and also XI' i = 1,2, ... ,d, such that they 
obey transformations 

A (a) 3 6 
PlaXi = rji Xj' ( . ) 
A - (a)- 3 
PlaXi = - rji Xj' ( .7) 

Since a similar result holds for the more general case of n­
level systems, we shall give the proof of this assertion in Sec. 
IV. 

The functions Xi generate the irreducible representation 
identical to Eq. (3.2), whereas the function XI generates the 
irreducible representation conjugate to Eq. (3.2), viz., the 
one given by the Young diagram by interchanging rows and 
columns of the diagram (3.2): 

(3.8) 

The wave function 
d 

"', = L xilai} (3.9) 
i=1 

is then symmetric under all permutations, for 

PIa "', = '} rjt)r~k)Xj lak) 
ttfc 

= '1', , (3.10) 
A A 

where we have used the fact that PIa PIa is an identity oper-
ation so that 

d 
"" r{a)r(a) _ 11 
~ ji ik -Ujk' (3.11 ) 
;=1 

Similarly the wave function 
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(3.12) 

is antisymmetric under all odd permutations. 
Even though there is only one set of spin wave functions 

satisfying Eq. (3.S), there are in fact d sets of orbital wave 
functions (each set containing d wave functions), which 
obey Eq. (3.6) or Eq. (3.7), i.e., 

A d () 
P1aXkl = L r}t Xk}' 

j= 1 

A _ d ()_ 

P1aXkl = - L r}l
a Xkj . 

j= 1 

Thus there are in fact d wave functions 
d 

L Xkllal)' k = 1,2, ... ,d, 
1=1 

(3.13) 

(3.14) 

(3.1S) 

which are symmetric under all permutations, and another d 
wave functions 

d 

L Xkilal)' k= 1,2, ... d, (3.16) 
1=1 

which are antisymmetric under all odd permutations. How­
ever, no permutation can transform one set of wave func­
tions Xkl (i = 1,2, ... ,d) (or Xki) into any other set Xk'i (or 
Xk'I)' Therefore no interaction will connect one symmetric 
(or antisymmetric) wave function to any other symmetric 
or antisymmetric wave function, and hence the apparent de­
generacy of the state with a given (r,m) is completely re­
moved. 

IV. N-PARTICLE STATES OF THE n-LEVEL SYSTEM 

In this section we consider the N-particle system, where 
each particle has n levels. We denote these n levels of the jth 
particle by the state 

IA~j», a=I,2, ... ,n. (4.1) 

Transitions from state IA ~}» to IA 1}» are described in terms 
of operators of the type 

A 

R11/ = IA1j»(A~J)I. (4.2) 

We also have the completeness relation 

" L IA ~j» (A ~J) 1 = 1. (4.3) 
a=1 

We thus have n2 
- 1 such independent operators, which we 

may associate with the generators8 of SU (n). In analogy 
with the Dicke operators of a two-level system, we may also 
define the generators of SU (n) for the total system, 

A N A 

sentation of S N' The dimensionality of this representation is 

(4.6) 

and the number of such different representations is equal to 
the number of possibilities of N 1,N2, ••• ,N" such that Nl 
+ N2 + ... + N" = N. Each of these representations of S N 

is further reducible, since functions corresponding to given 
eigenvalues of the Casimir operators of SU(n) will trans­
form among themeselves. 

Another way. of obtaining the reduction of the nN di­
mensional representation of S N with basis functions (4. S) is 
in terms of Young's diagrams. Only those diagrams with at 
most n rows are included in this representation. These repre­
sentations are of the type 

(4.7) 

where there are k rows and the first row contains n 1 squares, 
the second row contains n2 squares, etc., with the restriction 

nl +n2 + ... +nk =N, 

n1>n2>" '>nk>O, k<n. (4.8) 

The dimensionality of this representation of S N is given 
by' 

d - d - NI IT (/ I) (49) 
,. - ["k] - 1

1
11

2
1" .I

k
! 1<;I<J<;k 1 - J ' • 

where 

Ii = nl + k - i (i = 1,2, ... ,k) . (4.10) 

These representations correspond to definite values of the 
Casimir operators ofSU(n). One may also give an expres­
sion for the number of times the representation (4.7) occurs 
in the nN-dimensional representation. This number is given 
by 

(4.11) 

This in fact is the dimensionality of the irreducible represen­
tation of SU (n) corresponding to Young's diagram (4.7). 
Notice that Eq. (4.11) implies 

(4.12) 

in conformity with the requirement that the Young dia-
RafJ = L R 11/ . 

J= 1 

(4.4) grams with the number of rows greater than the number of 
levels are not allowed. One may also verify that 

A typical N-particle spin state could be expressed as 
,J,(N) = 12 (1) 1 (2) 1 (j) 1 (N» (4.S) 
'f' /I, a l "" a2 , ... ,n. aJ , ••• ,n. aN ' 

where the jth particle is in the aj th state. There are obviously 
nN such states and they generate an nN -dimensional repre­
sentation ofthe permutation group SN' This representation 
is reducible. First, states with NI particles occupying the first 
level, N2 particles occupying the second level, etc., will trans­
form among themselves and hence they will generate a repre-
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L d["k]A["d = nN
, (4.13) 

["k] 

where summation is over all partitions [n k ] of N satisfying 
Eq. (4.8). 

We now wish to take the direct product of the set of spin 
wave functions that generate the irreducible representation 
( 4.7) with a suitable set of orbital wave functions such that 
the combined wave function has a definite symmetry. How-
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ever, before this we obtain an expression for the projection 
operator, which when acting on t/>(N) takes out the part that 
corresponds to the irreducible representation (4.7) of SN' 

A 

Let K }f) be a linear combination of permutation opera-
tors defined by 

K(p)=.!!.L~r(p)(p)XP (4.14) 
ij N'~ ij , 

• p 

where r(p) (P) are the matrices ofthe Jtth irreducible repre-
A 

sentation of S N and the sum over Pincludes all permutations 
A 

PofSN • The subscripts (ij) on r(p) denote the (i,j)thmatrix 
element (1 <i,j<d, where d is the dimensionality of the Jtth 
representation). We may readily verify the following prop­
erties of k }f): 

KA (p)KA (v) _ ~ ~ KA (p) (4.15) 
ij kl - UpvUjk II , 

which follows from the basic orthogonality relations of the 
irreducible representations, viz., 

L r}f)(p)n,)(p- I ) = N! {)pv{)lI{)jk . (4.16) 
p dp 

From Eq. (4.15) we also obtain a number of other relations, 
such as 

A A A 
K (p)K (v) - ~ ~ K(r) 

ii kl - UpvUik i , 

KA (p)KA (v) _ ~ ~ KA (p) 
ij kk - UpvUjk ij , 

A A A 

K (p)K(v) - ~ ~ K(p) 
ij jl - UpvUij ii , 

KA (p)KA (v) _ ~ ~ KA (p) 
ij ij - Up.vUij ii , 

and 
A A A 

( 4.17) 

(4.18 ) 

(4.19) 

(4.20) 

K~r)K1V) ={)pv{)ijK~r). (4.21) 

(No summation over repeated indices.) 
The last relation (4.21) is of particular interest, since it 

A 

shows that K ~r) is a projection operator. Further on, setting 
i = j in Eq. (4.14), summing over i and then over Jt, and 
using the completeness property of the character of irreduc­
ible representations, we also obtain the completeness rela­
tion 

(4.22) 

We also find from definition (4.14) that 

AA d A AA 
PK(ijP) =-L ~ r~!')(R)PR 

I NI~ IJ 
R 

d A AA AA =-L+ r(p)(p-I)~ r(p)(PR) X (PR) 
N ' ik ~ kj . R 

(4.23) 

A 

Thus the operator K }f) can be used to obtain the wave func-
tions that would generate a given irreducible representation. 
We operateK}f) on the state t/>(N), Eq. (4.5), and obtain 

A 
"I,~!,) = K !!,U.(N) . 
'f"1J IJ 'f" (4.24) 

Because ofEq. (4.23) we find that any permutation of the N 
particles on this state gives a linear superposition of the state 
t/>CtP (withjfixed): 
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A n"l,(p) -} r(p)(p-I)"I,(p) 
C'f'ij - '7:' ik 'f"kj . (4.25) 

Hence t/>\';>, t/>~f), ... , with a fixedj, generate the Jtth irreduc­
ible representation of SN' One may readily verify that these 
functions are in fact orthogonal: 

(t/>}f)It/>~» = {)PV{)ik(t/>(N),t/»IN» . (4.26) 

One point needs clarification at this stage, regarding the 
number of linearly independent sets of wave functions 
(t/>Ij,t/>2i' ... ,t/>dpj) that can generate a given irreducible repre­
sentation. Obviously the maximum number of such sets is dp 

corresponding to each different value ofj, and this will hap­
pen if, and only if, each in Eq. (4.5) is different (which 
incidentally requires that the number oflevels available is at 
least N). On the other hand, it may also happen that no set of 
t/>'s exists which can generate a given irreducible representa­
tion. This in fact will happen if the irreducible representation 
under consideration corresponds to a Young diagram hav­
ing a number ofrows greater than n (all t/>}f) are zero in this 
case). The number of linearly independent sets of 
(t/>Ij,t/>2j"") generating a given irreducible representation is 
exactly the same as the number of times the given representa­
tion occurs in the (N!lN1!N2!" 'Nn!)-dimensional space of 
wave functions with NI particles occupying the first level, N2 
particles occupying the second level, etc. [This number is 
different from the expression (4.11), which represents the 
number of times a given irreducible representation occurs in 
the n-dimensional space of wave functions of type (4.5) 
without any restriction on how many are occupying levell, 
how many are occupying level 2, etc.] 

We have discussed how we can generate a given irreduc­
ible representation of S N using spin wave functions. Analo­
gous considerations hold for the orbital wave functions. 
Here there is no restriction on the number of energy levels. A 
typical wave function is given by 

U(N) = U1(XI)U2(X2)"'UN(XN)' (4.27) 

There are N! such wave functions that can be obtained by 
various permutations of the N particles. This set of wave 
functions generates a N!-dimensional representation of SN' 
which is obviously reducible. It follows fom the earlier con­
siderations that the functions 

U!!') =K!!')U(N) , (4.28) 
I) I) 

with a fixed j, will generate the Jtth irreducible representa­
tion of SN' 

Consider now the wave function 

'11 = ~ U!!')"I,!p) 
S ~ lJ "',m· (4.29) 

i 

One may readily verify that this state is symmetric under all 
permutations, for using Eq. (4.25), 

P'I1s = L {PU}f)}{Pt/>~~)} 
i 

( 4.30) 
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We obtain different symmetric functions by taking different 
values ofjand m. However, as remarked earlier, no permuta­
tion can connect one set to the other, and as such we may 
regard it as a nondegenerate state. 

We also define a set of operators 

K~/') = dp, "c5 r~/')(p)XP (4.31) 
lJ NI ~ P lJ ' 

. P 

where c5p is + 1 or - 1 according as Pis an even or an odd 
permutation. Notice that 

K ~/') = K ~P.) , 
" lJ 

where ji is the conjugate representation, i.e., the one which is 
obtained by interchanging rows and columns of the corre­
sponding Young's diagram.) The wave functions 

U}fl = K}f)U(N) , (4.32) 

with a fixed j, will generate the jith irreducible representa­
tion of SN' The desired antisymmetric wave function is then 
given by 

'I' = ~ U~/')j,,~p.) 
A £.i lJ 'f',m • (4.33) 

i 

We have thus been able to obtain the N-particle symmet­
ric or antisymmetric wave function for the n-Ievel system 
corresponding to given values of the spin parameters. In Sec. 
V we consider special cases of Eqs. (4.29) and (4.33). 

v. SPECIAL CASES 

We now consider some special cases ofEqs. (4.29) and 
(4.33) as applied to two- and three-particle systems. 

A. Two-particle system 

In this case only two irreducible representations are ap­
plica~le. These correspond to Young diagrams IT] and 8. 
The K operators are given by 

A 

KW =He+ (12)], (5.1 ) 

A 

KW=He-(12)]. (5.2) 

Notice that K(J) = K(2). Thus two totally symmetric and two 
totally antisymmetric functions are available: 

'l's = [K(I)IA 1,A.2)K(I)UI (t"t)U2(t"2)] (5.3) 

or 

or 
A (2) A (l) = [K IAI,A.2)K U1(t"I)U2(t"2)]' (5.6) 

If Al = A2, then K(Z)IA I,A.2) = 0, and we have only one func­
tion of each type. 
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B. Three-particle system 

In this case we have three irreducible representations 
corresponding to the diagrams: 

ITO ,EP ,and § . (5.7) 

A 

The K operators are given by 

K(l)=!£e+ (12) + (13) + (23) + (123) + (132)], 
(5.8) 

A 

Kif) =He+ (12) -~(13) -~(23) -~(123) -HI32)], 
(5.9) 

Kif> = (l/2,J3)[ - (13) + (23) - (123) + (132)] , 
(5.10) 

Kg) = (l/2,J3)[ - (13) + (23) + (123) - (132)], 
(5.11) 

A 

KW = He - (12) + ~(13) + ~(23) - !(123) - H 132)] , 
(5.12) 

K(3)=!£e- (12) - (13) - (23) + (123) + (132)]. 
(5.13) 

HereK(l) = K (3)andK (2) = K(2) (actuallyK\f) = KW, 
etc.). If we are considering a two-level system, then we will 
have spin wave functions of the type I + + -), etc. In this 
case K (3) ope!.ating on such wave functions will give zero. 
Operation of K (I) will ~ve functions of the type (2.2 )-( 2. 5) . 

A '" 
The terms Kif) and K~f) operating on, say, 1+ + -), 
will give functions (2.15a) and (2.15b), whereas 
A A 

Kg)1 + + -) and KWI + + ) are both zero. One 
may readily verify that 

etc. 

A 

XII = K\f)UJ(xl)U2(x2)U3(X3) ' 
A (2) 

X2I =K 2J U1(X I ) U2 (X2 ) U3 (X3 ) , 

The results of Sec. II are thus reproduced. Similar re­
sults may readily be obtained for the three-level systems. As 
the number of particles are increased, the explicit construc­
tion of wave functions with a given symmetry becomes more 
and more difficult. However, their existence is demonstrated 
and one may obtain some general properties of such states 
using the known results of the symmetry group. 
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A formal derivation of the general unitarity relation for the four-particle transition operator is 
given by generalizing the three-body formalism of Karlson and Zeiger to the four-body case. 
From this operator relation the on-shell unitarity relations for the amplitudes that describe 
elastic/rearrangement, partial breakup, and full breakup scattering processes are obtained. 

I. INTRODUCTION 

Faddeev l established the three-body scattering theory 
in which he gave the unitarity relation for the resolvent of the 
total Hamiltonian. Since his work, various approaches to 
derive the unitarity condition for the three-particle transi­
tion amplitudes have been proposed by many authors2

-
s in 

the formal sense and by a mathematical author6 rigorously. 
The scattering equations for the N-body problem have 

been presented by Yakubovskii, 7 who generalized the Fad­
deev treatment to the N-body case. Alt, Grassberger, and 
Sandhas8 (AGS) succeeded in finding appropriate scatter­
ing equations. In this AGS approach, N-particle equations 
are written in an N-body matrix version of the corresponding 
two-body relations. Based on these two formalisms, Karlson 
and Zeiger (KZ) constructed four-particle equations ex­
pressed in terms of singularity-free physical transition am­
plitudes that were obtained by a thorough singularity analy­
sis of the Faddeev kernel. However, the study of the unitarity 
relations for those four-body scattering amplitudes has not 
received much attention. 

When we embark on the numerical analysis of the scat­
tering equations, the theory demands that we obtain the 
physical amplitudes which satisfy their unitarity conditions; 
this is the exact approach to the scattering problem. In fact, 
the unitarity relations play an important role in checking the 
calculating system, especially whether or not the normaliza­
tion of the scattering equation is successfu1.9 

Here I would like to derive the unitarity relation for the 
four-particle scattering amplitudes introduced by KZ, using 
Yakubovskii's equations. The present work will only give 
the procedure of the formal operational calculus without the 
rigorous argument of the problem, such as the proof that the 
boundary values of the scattering amplitudes exist at the 
right hand cut. Although the present paper has heuristic 
value only, it may give further stimulus to the perfect theory. 

In Sec. II, the general unitarity relation in operator form 
is derived, using the discontinuities of the transition opera­
tors for the subsystems given in the Appendix. From this 
operator relation I obtain in Sec. IlIon-shell unitarity rela­
tions for the amplitudes that describe elastic/rearrange­
ment, partial breakup, and full breakup processes. 

II. THE GENERAL UNITARITY RELATION IN OPERATOR 
FORM 

In this section I derive the general unitarity relation in 
operator form for the four-particle KZ operator starting at 
the Faddeev-Yakubovskii (FY) equation. 

Throughout, the same notation for operators and kine­
matic variables as one finds in KZ will be used. Four-particle 
indices (lowercase letters: a,b, ... ) will refer to different types 
of the seven possible partitions of four particles into two 
groups: (123)(4), (421)(3), (341)(2), (432)(1), 
(12)( 34 ), (13)( 24 ) , (14)( 23 ) . These partitions denote 
(3 + 1) or (2 + 2) subsystems in the four-body system. The 
indicesa,p, and rrun overall possible values: 12, 13,23,14, 
24, 34. These pair indices will usually appear as subordinate 
indices, in the sense that they label interacting pairs within a 
certain channel of some type a. In such a case we write a C a. 

Let us denote four-particle operators by capital letters. 
From Faddeev's definition, the transition amplitude M Pa 
(p,a C a) for a (3 + 1) subsystem can be denoted by 

MPa = 8{3a Vp - VpGava, 

with pairwise interactions Va and Vp and resolvent Ga(z) 
= (Ha - z) -I of the total Hamiltonian Ha 
= Ho + l:yca Vy • This amplitude obeys the equation 

MPa = 8{3a Tp - TpGo L 6pyM~a' (1) 
yCa 

where 6{3a = 1 - 8{3a' Go is the resolvent of Ho, and Tp is the 
Tmatrix defined as Tp = Vp - VpGp Vp with the resolvent 
Gp(z) = (H{J -Z)-I. The three-body connected part of 

M Pa is defined as 

WPa = MPa - 8{3a Tp, 

and satisfies a system resembling (1), 

WPa = TpGoTa6{3a - TpGo L W~a' 
y#,P 

(2) 

The formulation described above holds also for the (2 + 2) 
subsystem. 

Generalizing the three-body formalism, Yakubovskii 
constructed a symmetric four-particle operator M % (PC b, 
aCa), 

+ L L TpG06pyTY.66&zGoTa, (3) 
yCb6Ca 

where Ty·6 = Vy8Y6 + VyGV6 and G is the resolvent of the 
four-body total Hamiltonian. 

As in the three-body case, we note that W% 
= M% - (jbawp-' is the four-body connected part of M%, 
and obeys the following equation: 
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(4) 

c::;S 
In order to obtain a more appropriate operator to define 

the physical amplitude, we proceed with the formalism of 
KZ. 

Consider the Lovelace and AGS operators U'ila ± ) and 
Up,., respectively, which are defined as follows: 

U'ila-) = L Vs - L > VyGavs, 
S#a y;fP t;'a 

Up,. = - 8fJa (Ha - z) + U'ila +) 

- 8fJa (Hp - z) + U'ila -). 

Their equations are 

U a(+) - ~ v. ~ Ua(+)G. T fJa - ~ y - ~ {JS 0 s, 
y;fP S#a 

U a( - ) = ~ V - ~ T G ua( - ) fJa ~S ~yOya' 
S;fa y;fP 

(5) 

The AGS operator Up,. is related to Wp,. by the equation 

Wp,. = TpGoUp,.GoTa. 

The four-particle AGS operator corresponding to Up,. 
is expressed by U Zk. and has the following relation with the 
FY operator WZk.: 

WZk. = L L W~yGoU~GoW6a' 
yCb SCa 

Finally, defining our operator HZk. by 
00 - 00- -H pa = Tp U fJa Ta, with Tp = GoTpGo, 

we arrive at the system of equations for H Zk., 

HZk. = Tp8fJa~OO + L ~bc L TpUpyH';a. (6) 
c::;P yCc 

I would like to start with this system of equations to derive 
the unitarity relation in operator form. 

Within this paragraph, it is convenient to make the no-

TABLE I. The order in which to arrange the 12 indices (a,a) of the ele­
ments of matrix A, with the number of rows or columns 

No. 2 3 4 5 6 7 8 9 10 11 12 

a 444333222111 
a 12 13 23 12 14 42 13 14 34 23 24 34 
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TABLE II. The order in which to arrange the six indices (k,K) of the ele­
ments of matrix B, with number of rows. 

No. 

b 
P 

12 
12 

2 

13 
13 

3 

23 
23 

TABLE III. The elements of matrix T. 

4 

14 
14 

5 

24 
24 

6 

34 
34 

No. 2 3 4 5 6 7 8 9 10 11 12 

1 
2 
3 
4 TI2 
5 
6 
7 
8 
9 

lO 
11 
12 

TI4 

TABLE IV. The elements of matrix T'. 

No. 2 3 4 5 6 7 

TABLE V. The elements of matrix TN. 

No. 

1 
2 
3 
4 
5 
6 
7 
8 
9 

lO 
11 
12 

2 3 

8 9 lO 11 12 

4 5 6 
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TABLE VI. The elements of matrix U. 

No. 2 3 4 5 

1 U~2.12 U~2,13 U~2,23 
2 Uh12 Uh13 U~3,23 
3 U13,12 U13,13 U13,23 
4 U~2,12 U~2,14 
5 U~4,12 U~4,14 
6 U~4,12 U~4,14 
7 
8 
9 

10 
11 
12 

TABLE VII. The e1ements of matrix U'. 

No. 2 3 4 5 6 

Ug,12 U:~,34 
2 U:t13 Ug,24 
3 Un,23 U~L4 
4 U::,23 U::,14 
5 U~:,13 U~:,24 
6 U~,12 U~,34 

TABLE VIII, The elements of matrix n. All elements need to be multiplied 
by a factor of ~, 

No. 2 3 4 5 6 7 8 9 10 11 12 

1 - Till Till 
2 - TI3 1 TI3 1 

3 - T23 1 T23 1 

4 TIll - TIll 
5 - T I•

I T I•
I 

6 - T 2•
1 T2•

1 

7 TI3 1 - TI3 1 

8 T I•
I - T I• I 

9 - T;41 T 3• 1 

10 T23 1 - T23 1 

11 T2•
1 

- T2•
1 

12 T 3•
1 - T;41 

TABLE IX. The elements of matrix n'. All elements need to be mUltiplied 
by a factor of ~, 

No, 2 3 4 5 6 7 8 9 10 11 12 

TIll TIll 
2 TI3 1 TI3 1 

3 T23 1 T23 1 

4 T I•
I TI.I 

5 T 2• 1 T 2•
1 

6 T;41 T 3.1 
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6 7 8 9 10 11 12 

U~2,24 
U~4,24 
U~4,24 

Uh13 Uh41 U~3,34 
U~4.13 U~4,41 U~4,34 
U;',13 U;',41 U~4,34 

U~3,23 U~3,42 U~3,34 
U!2,23 U!2,42 U!2,34 
U~4,23 U~,42 U~4,34 

tations more specific, denoting by e and h the different 
(3 + 1) subsystems, i.e., the partition of the type ( ... ) ( . ), 
and by k and 1 the different (2 + 2) subsystems, i.e., the 
partition ( .. ) ( .. ). Then Eq. (6) can be separated into four 
groups, relating to the four types of amplitudes: H;:', H ~~ , 
H'lJ", andH~~, respectively. Following Narodetsukii'slOno­
tation, we express these four groups by matrices A, B, C, and 
D, where A = (H;:'), B = (H~~), etc. For simplicity, let 
the superscripts e and h denote the value (.) of the type 
( ... ) ( . ), and let k and 1 denote either value ( .. ) of the type 
( .. ) ( .. ). There are 12 possible sets of values for each pair of 
indices, (e,a) [or (hoP)] of H;:' because the pair has the 
condition aCe (PC h). If we give a number to each pair of 
indices, (e,a) and (hoP), following the way given in Table I, 
the matrix A can be expressed in a square array of ( 12 X 12) 
elements H;:' arranged in 12 rows and 12 columns; thus 

c~" 
H1i~13 

H" ) 
12,34 

H 4,4 H13~13 H13~34 A = 13,12 

H I ,4 H ~4~\3 H ~4~34 34,12 

While 12 columns of the (6 X 12) matrix B are arranged in 
the above order, six rows are arranged in the order given in 
Table II. The matrices C and D are also arranged in the same 
mannerasA andB. Ifweshow the matrices T,T',T",U,U' in 
Tables III-VII, the system of equations (6) can be symboli­
cally written in the following matrix form: 

( T TO") (U
o + T' ~.) ~ ~). (7) 

Following the AGS method suggested in Ref. 4, we can ex­
press the above equation in more simple matrix form, 

H=T + T·U·H (8) 

by introducing the matrices H, T, and U, 
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TABLE X. The elements of matrix .0' . All elements need to be multiplied 
by a factor of ~. 

No. 2 3 4 5 6 

1\2' 
2 Tij' 
3 Tij' 
4 1\z' 
5 1'14' 
6 Ti.' 
7 Tij' 
8 Ti4' 
9 1')4' 

10 Tij' 
11 Ti"4' 
12 1')4' 

If we multiply by r- I from the left and by H -I from the 
right, Eq. (8) can be rewritten in the form 

H-I(z) = r-I(z) - U(z). (9) 

If we write Eq. (9) for z = E + iO and z = E - iO, and get 
the discontinuity by subtraction and multiplication by 
H (E + iO), H (E - iO) from the left and right, we can get the 
following equation: 

H(E + iO) - H(E - iO) 

= H(E + iO){U(E + iO) - U(E - iO)}H(E - ;0) 

- H(E + 1'O){r-I(E + iO) 

- T-I(E -l'O)}H(E -l'O). (10) 

If we denote A (E + 1'0) and A (E - 1'0) by A + and A _ and 
likewise for B, C, D, U, and 0, Eq. (10) can be expressed in 
terms of each element; for example, 

A+ -A_ 

=A+(U+ - U_)A_ + C+(U'+ - U'_ )B_ 

-A+(O+ - O_)A_ -A+(O'~ - O'~ )B_ 

- C+(O'+ - 0'_ )A- - C+(O'~ - 0'': )B_. 
(11 ) 

TABLE XI. The elements of matrix .oM. All elements need to be multiplied 
by a factof of ~. 

No. 2 3 4 5 6 

-T,z' 
2 -1',1' 
3 - Tij' 
4 - Ti"4' 
5 - 1'24' 
6 - 1')4' 

Here, we denote the inverse operator r- I by 

r- I = (0 0") 
0' 0"" 

for each matrix 0 given in Tables VIII-XI. Similar expres­
sions are available for B, C, and D. The first two terms of the 
right-hand side of Eq. (11) originate from the discontinui­
ties of the transition operators for (3 + 1) and (2 + 2) sub­
systems. The last four terms originate from the discontinuity 
ofthe transition operator for the (2 + 1 + 1 ) subsystem. 

Let us again return to the first notation, in which the 
superscripts a, b, c, and d express different partitions of the 
two types: (3 + 1) and (2 + 2). Then Eq. (11) can be writ­
ten in the more explicit form 

H'/h (E + iO) - H'/h (E - iO) 

= L L L H~(E+I'O) 
e yCe[;Ce 

X{U~[; (E + 1'0) - U~[; (E -1'O)}H&, (E -1'0) 

1 
+-1]LL LHtk(E+I'O) 

2 "e:::l" d:::l" 

X{T ,,-I(E + 1'0) - T ,,-I(E -1'O)}H=: (E -1'0), 
(12) 

where 1] denotes the sign as follows: 1] = 1 when c = d and 
1] = - 1 when ci=d. This equation expresses the discontin­
uity not only of A but also of B, C, and D. Hereafter we 
proceed with this notation. 

Now, we may use the discontinuities of U~[; and T ,,-I 
obtained in the Appendix to get 

H'/h (E + 1'0) - H'/h (E - iO) = 21Ti [ - L L } L L L H~(E + 1'O)8Y/t V/tAo(E + Een) ®Jen Vv8va H&, (E - 1'0) 
e yCe Ic!e /tCe vCe n 

- L L L L LH~(E+I'O)U~1'(E+I'O)A1'm(E)U~[;(E-l'O)H&,(E-l'O) 
e yCe [;Ce 1'Ce m 

- L L L H~(E+iO)U~+)(E+l'O)Ao(E)U~-)(E-l'O)H&,(E-l'O} 
e yCe[;Ce 

+-.!..1]L L } L H tk(E+iO)l\-I(E+I'O)A"m T ,,-I(E-l'O)H=:(E-l'O) 
2 "e:::l" 1'5" m 
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+ J...1J I I I H:k(E+iO)l\-I(E+IU)K.~TK-I(E-iO)H::(E-iO) 
2 K C::::>K d::::>K 

Because the third term of the right-hand side is expressed as the simple sum of the index c, we must further proceed to calculate 
so that the third term can be expressed in a double sum of indices c and d, which are the superscripts of the two groups of 
operators H be U C( + ) and U d( - ) H da 

~ ~ M &. 
In order to do so, note first that the third term in question is expressed by the difference 

211'i[- II I I H%1r(E+IU)U~+)(E+IU)K.o(E)U~-)(E-IU)H~(E-IU) 
C d rCc {jCd 

+ I I I } 8cdH~~(E + IU)U~ + )(E + IU)K.o(E)Ug~ - )(E -IU)H~(E -IU)] . 
c d rCc ((!d 

Then it remains to calculate this second term, which we shall denote by J. 
Next, we define an operator F~~ by 

I I I I 8be8{jrM~F~~W,a = w~. 
{jCb rCb c::::>r ,::::>0 

From the integral equation (4) for W~, we have for F~ the following equation: 

F~ = G~ba{jf3a + Go I I I 8be8{jrM~{jF~"a. 
{jCb rCb c::::>r 

From the definition of F~, we also have 

Together with the relation 

U~ - )(z) = I I 8v1lM~v(z), 
pCdvCd 

these results lead to 

WemaynowuseEq. (15) toeliminateH~~ inJinfavorofF~"a as follows: 

2454 

J=II I I 8CdH%1r(E+IU)U~+)(E+iO)Go(E+iO)U~-)(E-IU)H~:(E-IU) 
C d rCc {jCd 

- II I I 8cdH%1r(E+iO)U~+)(E+IU)Go(E-IU)Ug~-)(E-iO)H~(E-iO) 
c d rCc{jCd 

= I I I I 8cd{jbe{jpp Tp (E + iO) u~ - ) (E - IU)H~ (E - iO) 
c d {jCd pCc 

- II I I 8cd{jda{j#aH%1r(E+IU)U~+)(E+iO)Ta(E-iO) 
c d rCc pCd 

-II L L 8cdGo(E+iO)Tp(E+iO)F~(E+IU)Ug~-)(E-IU)H~(E-IU) 
c d {jcd pCc 

+ II L L 8CdH%1r(E+IU)U~+)(E+iO)F~"a(E-iO)Ta(E-IU)Go(E-iO) 
c d rCc pCd 

= LL L L 8Cd{jbc{jpp{jda{jAaTp(E+IU)Ta(E-IU)Go(E-IU) 
c d pCc ACd 

- I} I } 8cd{jda{jpa{jbe{jpA Go(E + IU) Tp (E + IU) Ta (E - IU) 
c 7' pCd ftc 
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- I I 8e7 p (E + ;O)Go-I(E - ;0)F1~(E - ;O)Ta (E - ;O)Go(E - iO) 
d ..tCd 

+ I I 8edGo(E + ;0) Tp (E + ;O)F% (E + ;O)G 0- I (E + iO) fa (E - iO) 
e ..tCe 

- I I 8edGo(E + iO) Tp (E + ;O)F:;:' (E + ;0) Ta (E - iO)Go(E- ;0) 
e ,.Ce 

+ I I 8edGo(E + ;0) Tp (E + ;O)F'j; (E - ;0) Ta (E - ;O)Go(E - iO) 
d ,.Cd 

+ I } I I 8cdGo(E + ;0) Tp (E + ;O)F:;:' (E + ;0) G 0- I (E - ;0)F1~ (E - iO) Ta (E - ;0) Go(E - ;0) 
e 7' ,.Ce ..tCd 

- I I I I 8edGo(E + ;O)Tp(E + ;O)F% (E + iO)Go- I(E + ;O)F~~ (E - iO)Ta (E - ;O)Go(E - iO) 
e d ,.Cd ..tCe 

= 21T; I I 8ea~bc~..taGo(E + ;0) Tp(E + io)lio(E)Ta (E - ;0) Go(E - ;0). 
e ..tCa 

Here, this last term must be again expressed in the term including H ~~. So, we sum Eq. (6) over c and #' 

This right-hand side can be further transformed into 

Using the fact that lio(E) gives zero acting on G 0- I(E) multiplied by H~"a, one can finally express J as 

J = 21T; I 8ca~..taGo(E + iO)Tp(E + ;O)lio(E)Ta (E - iO)Go(E - iO) - 21T;Go(E + ;0) Tp(E + iO)lio(E)GO-I(E - ;0) 
..tCa 

x [I f,. (E - iO)~,.a8ea + I I ) f,. (E - ;0) u~ (E - ;O)H'/,; (E - ;0)] 
,.Ca d ,.Cd Ic!d 

= - 21T;Go(E + ;0) Tp (E + io)lio(E) I I I T", (E - ;O)Go(E - iO) u~ (E - ;O)H'/,; (E - iO). 
d ",cdfJcd 

(16) 

KZ defined the scattering amplitudes that describe physical four-body processes by taking appropriate matrix elements of 
the following operator: 

(17) 

We can get the unitarity relations for the physical amplitudes once we obtain the discontinuity of this operator. The necessary 
equation is obtained by inserting Eq. (13) into Eq. (17) and using Eq. (14) with J expressed by Eq. (16), 

2455 

Tba(E + ;0) - Tba(E - ;0) = 21Ti [ - ~ ~ Tbc(E + ;O)lien (E) Tea(E - iO) 

- ~ st.b ,t.apt.b at.a keke ~c ~ Vs8spHtt,,(E + ;0) 

X U~ (E + iO)IiTm (E) U~fJ (E - iO)Hl:a (E - iO)8a, V, 

-II I I I I I I I I I I Vs8spHtt,,(E+;0) 
e d sCb ,Ca PCb aCa rCe fJCd uCe TCe ,.Cd vCd 

- - d - d -
X~ruM"u.r(E + iO)ao(E)M ",v(E - iO)~vfJH ~ (E - ;O)~a, V, 

+ I I I I I I I I Vs8sp Go(E + ;O)Tp(E + iO) 
d sCb ,Ca PCb aCa fJCd ,.Cd vCd 

- d - d -X ao(E)M ,.v (E - iO)~vfJH fJ: (E - iO)~a, V, 
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x U'jk (E + zO)KKm (E) U~~ (E - ;0) Ta (E - iO)8ab Vb 

1 - -
+-1] L L L ') L L L Vs8sp Tp(E+iO) 

2 K sCbbca~bacaccKdcK 
be - d - -xU /1t«E + iO)A~(E)U K~(E - iO)Ta(E - iO)8ab Vt 

1 - -
--1]L L L '} L L L Vs8sp Tp(E+iO) 

2 K sCbbca~bacaecKdcK 

(18) 

where 

Ken (E) = ~o(E + Ecn) ®Jen = f IrCP~)d3r8(r - E - Een )(rCP~I, 

K",m(E) = Ao(E+E",m)®J",m = f IIW;;')d 3rd 3p8(r+p2-E-E",m)(rp'P;;,I, 

Ko(E) = f f f Irpq)d 3r d 3p d 3q 8(r + p2 + 1/- E) (rpql, 

K~ (E) = [I - GK (E + iO) VK] Ko(E) [I - VKGK (E - iO» 

= f f f Irpf/J;)d 3p d 3p d 3q 8(r + p2 + r/- E) <rpf/J~ I. 

In the third and fourth terms of the right-hand side of Eq. 
( 18), we use the following relations, respectively: 

u~ + )(z) = L L 81'(TM~",(z), 
qCc-rCc 

d - d T,.. (z)Go(z) U,..8 (z) = - L 8vsM,..v (z). 
vCd 

III. UNITARITY RELATION FOR THE AMPLITUDES 
WHICH DESCRIBE PHYSICAL FOUR-BODY 
PROCESSES 

From the operator relation in the previous section, we 
shall derive in this section the unitarity relations for those 
on-shell amplitudes )liPoo, yoo, and IfOO that describe phys­
ical four-particle processes, elastic/rearrangement, partial 
breakup, and full breakup. 

Following the treatment of KZ, in the case of a (3 + 1) 
subsystem we introduce the complete set offour-body chan­
nel eigenstates, {lr<I>~a»,lr'l1i:5:"Tp },lr'l1~) ±}}, for a1l8Ca, 
where I cp~a» is a three-body bound state (we assume several 
three-body bound states per channel) of energy - Ean , 
1 'I1i:5:"jp) is the (outgoing wave) scattering state correspond­
ing to an initial state of a bound pair (8m) and a third free 
particle with relative momentum p, and I '11~) + ) is the (out­
going wave) scattering state corresponding to an initial state 
of three free particles of relative momenta p and q, while r a is 
the momentum of the fourth particle relative to the center of 
mass of the other three. 

For the case of a (2 + 2) subsystem, the complete set of 
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channel eigenstates is given by {Iscp~a», Is'l1i:5:"Tq), 
Is'l1~) ±)}. In this set, if a = (12)(34) and 8 = 12, r = 34, 
Iscp~a» = Iscp ~'P~,) represents a state of two bound pairs 
moving with relative momentum s, Is'l1i:5:"Tq) = Iscp ~ f/Jq~) 
represents a state where the 8 pair is bound, while the r pair 
is in a scattering state of initial momentum ql" and so on. In 
what follows, we will in general not treat the two kinds of 
indices a separately. 

With these complete sets, KZ defined a fully-off-shell 
extension of the above three scattering amplitudes as 

)liP~n (r;r(O);z) = (r<I>~~)ITOO(z)lr(O)cp~a», 

yb a (rp'r(O);z) = (r'l1(b) -ITOO(z)lr(O)cp(a» 
(Em) n' (Em)p n , 

1f~(rpq;r(O);z) = (r'l1:':) -I TOO(z) Ir(O)cp~a». 

At the same time the amplitudes for the physical processes 
reverse to ones of Y and If which are also defined as 

Next, let us derive the on-shell values of these ampli­
tudes. Let all operators be taken on shell. There is a relation­
ship between the three-body initial-state wave function and 
its Faddeev components, 

(19) 
-tCa 

If we now take the matrix element of)liP fully-on-shell, we 
can use Eq. (19) to obtain 
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= L L (rcl>1~~·1 U:;:' (E + iO) Ir(O)cI>~~~). 

the on-shell amplitude ff can be written 

ff~(rpq;r(O);E + iO) 

pCbaCa 
In order to get the on-shell value of Y, we need the expres­

sion for Ir'l'~~:")p) in terms of the initial state I'W' ~), which 
is 

= L ) ) L (rpqIM!s(E + ;O)85fJTp(E + ;0) 
uCb tc!b IC!b aCa 
XU:;:' (E + iO) Ir(O)cI>~~). 

Further, we recall from three-body theory that 

L 8PA VA Ir'l'~~:")p) = U~ (E - ;0) I'W' ~). 
ACb Tp (E - iO)Go(E - ;0) > 8PA VA Ir'l'~~:")p) 

h!b 
We then have for on-shell amplitude Y 
yb a (rp'r(O)'E + ;0) (em) n , , 

= Tp (E - iO)Go(E - ;0) U~ (E - ;0) I'W' ~) 

= -K~E(E-iO)Irp(j7~), 

= L L (rp97 ~ lU~p(E + iO) 
pCbaCa 

X Tp(E + ;0) U:;:' (E + ;0) Ircl>~~~), 

L Tp (E - iO)Go(E - iO)8ps Vslr'l':.!) -) 
sCb 

= L Tp(E - ;O)Go(E - ;0)8/35 
where r + jP - EEm = rO)2 - Ebn = E. sCb 

Also in the case of the full breakup process, by using the 
relation 

X L M~A(E-;O)lrpq) 
ACb 

Vslr'l':.!) -) = L M~u (E - ;0) Irpq) 
uCb 

= - L W~A (E - iO) Irpq)· 
ACb 

A. Elastic and rearrangement 

Before starting to calculate the discontinuity of K:."n' we must define some additional amplitudes: 

C(fd a (rp'r(O)'E + ;0) = ~ (rnm K I U da (E + ;0) Ir(O)cI>(a» 
(Km) n , , £..t .. r'T m Ka a;n , 

aCa 

IPtK) ~ (rpq;r(O);E + ;0) = L (rptP';;; I U:: (E + iO) Ir(O)cI>~~~), 
aCa 

..L:: (rpq;r(O);E + ;0) = L (rpqlU:: (E + iO) Ir(O)cI>~~), 
aCa 

C?bc (r'r(O)p(O)'E+ ;0) = ~ (rcl>(b)IU bc (E+ ;O)lr(O)p(O)m K ) n(Km)" "'" p;n PK Tm , 
PCb 

~~(K) (r;r(O)p(O)q(O);E + ;0) = L (rcI>1~~ I U%1:c (E + ;0) Ir(O)p(O)tP~,o,), 
PCb 

~~ (r;r(O)p(O)q(O);E + ;0) = ) (rcl>1~~ I U%1:c (E + iO) Ir(O)p(O)q(O». 
IC!b 

The unitarity relation for the elastic and rearrangement transition amplitude is expressed as 

K:."n (r;r(O);E + IU) - K:."n (r;r(O);E - iO) 

- 21Ti L L f K~n" (r;r';E + iO)t5(r2 - Ecn" - E)F,.~n (r';r(O);E - iO)d 3r' 
c n" 

- 21Ti L L L f Y~. (1"m) (r;r'p';E + IU)t5(r2 + jl2 - E1"m - E)Y(1"m) ~ (r'p';r(O);E - IU)d 3r' d 3p' 
c Tee m 

- 21Ti L L f @'~(r;r'p'q';E + iO)t5(r2 + fi'2 + 112 - E)ff~a(r'p'q';r(O);E -IU)d 3r' d 3p' dV 
c d 

+ 21Ti'T/ L L L L f C?~'(Km) (r;r'p';E + IU)t5(r2 + fi,2 - EKm - E)C(ftKm) ~ (r'p';r(O);E - IU)d 3r' d 3p' 
K C~K d=:JK m 

+ 21Ti'T/ L L L f ~~'(K) (r;r'p'q';E + iO)t5(r2 + fi,2 + q,2 - E)IPtK) ~ (r'p'q';r(O);E - IU)d 3r' d 3p' d 3q' 
K C~K d~K 

- 21Ti'T/ L L L f~~K(r;r'p'q';E + iO)t5(r2 + fi,2 + q,2 - E)..L:: (r'p'q';r(O);E -IU)d 3r' d 3p' dV· 
K C~K d~K 
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B. Partial breakup 

As in Sec. III A, we define the following additional amplitudes: 

httm ) (p;p'q';E - r + iO) = L (p<p~ Ik!p(E - r + iO) Ip'q'), 
PCb 

22tpm) C(rp;r'p'q';E + iO) = L L L L L (r\(1i!;")p IVs;5spH~(E + iO);5yuM~(E + iO)lr'p'q'), 
PCb sCb yCc uCc TCC 

2'tpm)~(rp;r'p'q';E + iO) = L L <r\(1~!;")p IVs;5spTp(E + iO)U~(E + iO)lr'p'q'). 
PCb sCb 

We then obtain the discontinuity of.'7, 

.'7b a (rp'r{O)'E + iO) _ .'7b a (rp'r{O)'E - iO) (pm) n , , (pm) n , , 

= - 21Ti L L f .'7tpm)~' (rp;r';E + iO)0(1'2 - Ecn' - E)~'1n (r';rIO);E - iO)d 3r' 
C n' 

- 21Ti L L .4 f 9~p.m) ~Tm') (rp;r'p';E + l'O)OU,,2 + fi,2 - ETm, - E).'7(Tm') ~ (r'p';rlO);E -I'O)d 3r' d 3p' 
c "Tee m 

- 217'; L L f 22tp.m) C(rp;r'p'q';E + 1'0)0(1'2 + fi,2 + q'2 - E) 7f:a (r'p'q';rlO>;E - l'O)d 3r' d 3p' d 3q' 
c d 

- 217'; + f oCr - r')ltp.m) (p;p'q';E - r + ;0)0(1'2 + fi,2 + q'2 - E) 7f:a (r'p'q';r(Ol;E - ,'O)d 3r' d 3p' d 3q' 

+ 21Ti'l] L L ') L f ~~p.m) (Km') (rp;r'p';E + iO)0(,;,2 + fi,2 - EKm, - E) C(f1Km') ~ (r'p';r(O);E - ,'O)d 3r' d 3p' 
K C:>K tf5K m' 

+ 2m'l] L L L f Y~pm) (K) (rp;r'p'q';E + iO)0(1'2 + fi,2 + ll2 - E)tiJ1K) ~ (r'p'q';rIO);E - l'O)d V d 3p' d V 
K C:>K d::>K 

- 21Ti'l] L L L f 2'~p.m) ~ (rp;r'p'q';E + iO)OU,,2 + fi,2 + q,2 - E)J{~~ (r'p'q';rlO);E - l'O)d 3r' d 3p' d V. 
K c:::>t( d:::>K 

C. Full breakup amplitude 

To proceed as before, we define additional amplitudes by 

w-b(pq;p'q';E - r + ,'0) = L L (pqlw~p(E - r + ;0) Ip'q'), 
,tCbpcb 

gt~m)(rpq;r'p';E+l'O) = L L L L L (rpqIM:s(z)bspH~by,tV,tlrIO)\(1i~;"tp·o», 
PCb sCb uCb yCe ,tCe 

~bc(rpq;r'p'q';E + 1'0) = L L L L L (r\(1~) -lVs;5spH~(E + l'O)byuM~r(E + iO) I r'p'q') , 
PCb sCb yCe uCe TCe 

~b(Km)(rpq;r'p';E+l'O) = L L (r\(1~)-lVsbspTp(E+I'O)U~~(E+iO)lr'p'tp~,), 
PCb sCb 

rb(K) (rpq;r'p'q';E+ 1'0) = L L (r\(1~)-lVsbspTp(E+;O)U~(E+;O)lr'p'tP~,). 
PCbsCb 

r:-(rpq;r'p'q';E+l'O) = ') L <r\(1~)-lVsbspTp(E+I'O)U~(E+I'O)lr'p'q'). 
tfC!b sCb 

Finally the discontinuity of 7f is given as 
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~~(rpq;r(O);E + iO) - ~~a(rpq ;r(O);E - iO) 

- 21Ti L .4 f ~~(rpq;r';E + iO)t5(r2 - Ecn' - E)Yt;.~n (r';r(O);E - iO)d 3r' 
c n 

- 21Ti L L L f gb~.,.m) (rpq;r'p';E + iO)t5(r2 + il2 - E.,.m - E)Y~.,.m): (r'p';r(O);E - iO)d 3r' d 3p' 
c Tee m 

- 21Ti L L f §fbc(rpq;r'p'q';E + Z'O)t5('r'2 + il2 + 1/2 - E) ~~a(r'p'q';r(O);E - z'O)d 3r' d 3p' d V 
c d 

- 21Ti ~ f t5(r - r')wb(pq;p'q';E - r + iO)t5(r2 + p,2 + il2 - E) ~~a(r'p'q';r(O);E - z'O)d 3r' d 3p' d V 

+ 21Til1 L L L L f ~b~Km) (rpq;r'p';E + z'O)t5(r2 + p,2 - EKm - E) C(JfKm): (r'p';r(O);E - z'O)d 3r' d 3p' 
K C:)K d:)K m 

+ 21Til1 L L L f rb~K) (rpq;r'p'q';E + z'O)t5U .. 2 + p'2 + il2 - E)~fK): (r'p'q';r(O);E - z'O)d 3r' d 3p' d 3q' 
K C:)K d:JK 

- 21Til1 L L L f 1r:-(rpq;r'p'q';E + iO)t5(r2 + p'2 + 112 - E)vI/~: (r'p'q';r(O);E - z'O)d 3r' d 3p' d 3q'. 
K C:JK d:JK 

APPENDIX: UNITARITY RELATIONS FOR THE 
AMPLITUDES T;;1 'UPu 

In this Appendix, I shall derive discontinuities of the 
operators T;; I(Z) and Uix. (z), following Lovelace's treat­
ment2 with his notation. 

Three-particle operators are denoted by small italic let­
ters, two-particle operators by putting a hat on them, and 
four-particle operators by capital italic letters, to avoid con­
fusion later. Let ito be the two-particle free Hamiltonian and 
Va be the two-particle inter:.acti0l!' We now consider the total 
two-particle Hamiltonian ha = ho + Va and its resolvent op­
erator ga (z) =: (ita - z) -I. Under the relevant condition of 
the potential, ha and ga (z) have spectral representations as 
follows: 

ita = - L EanJan + (00 dE E6.a (E), 
n Jo (AI) 

Jan loo 6.a (E) 
ga(z) = - L + dE--, 

n Ean +S 0 E-s 

where 6. (E) with E>O is the projection operator for the 
continuo~s eigenstates of ita on the positive real axis, and Jan 
are the projection operators for the bound states of binding 
energies Ean. As an exception we also use capital italic letters 
for these two- or three-particle projection operators. The 
projection operator 6.a (E) is given by the discontinuity of 
ga (z) across the right-hand cut 

6.a (E) = (l/21Ti){ga (E + z'O) - ga (E -z'O)}. 

For the bound-state projection operators, we have 
A N 

(qIJanlq') = L CP~j(q)cp~/(q')· 
j= I 
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All these relations are rigorously proved by many math­
ematical authors. 11.12 

Next we tum our attention to the spectral representa­
tion of the three-particle resolvent operator ga (z) 
= (ho + Va - Z) -I. Let us introduce the convolution for­
mula6 for the resolvent R(z) = (H - z) -I of an operator 
H = hi ® I + I ® h2 with variables separable. Here we will 
ignore temporarily the notational distinctions of three- or 
four-particle operators. If r is a smooth contour separating 
u(h l ) (the spectral set of hi) fromz - u(h2), and, say, coin­
cides with the imaginary axis at large distances, then 

(A2) 

Applying this convolution formula to ha = ho + Va and us­
ing (AI) gives the spectral representation of ga (z), 

"soo aan (A) d'1 loo a~ (A) d'1 g (z) = - k. /I. + -- /I., 
a n _ Ean Z - A 0 A - z 

where 
A A 

aan (A) = aO(A + Ean) ®Jan , 

6.o(E) = (l/21Ti) {go(E + Z'O) - go(E - iO)}, 

withgo(z) = (ito - z)-I, and 

a~ (E) = [I - ga (E + z'O)va ] ao(E) [I - va ga (E - iO)]. 

Equation (A2) also gives the expression of the four­
particle operator Ga = (Ho + Va - z) -I, 

Ga (z) = ~ ( go(z - t) ®ga (t)dt· 
2m Jr 

From this relation we wish to calculate the discontinuity of 
Ga (z) as follows: 
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A 

+ ~ f foo 21TilJ(p. + ~ _ E)dp. foo ~o(p.) ® ~~ (A) dA d~ 
2m JyJo Jo A - t 

=L ffoo ~o(E-t)®~an(A) dAdt+ f foo ~o(E-t)®~~(A) dAdt 
n Jy -Ea" A - t JyJo A -; 

= ~ 21Ti f: E
a

" ~o(E - A) ® ~o(A + Ean) ® Jan dA + 21Ti 100 

~o(E - A) ® ~~ (A )dA 

= 21Ti L Aan (E) + 21Ti~~ (E - r), 
n 

where Aan (E) = ~o(E + Ean ) ® Jan. 
Here we denote the four-particle projection operator by 

putting a tilde on the letter ~. 
Now we can get the discontinuity of the operator 

1'.;- l(Z). To do so, note first that 

1'a (z) = - Ga (z) + Go(z). 

Then we can easily derive the relation 

1'.;- l(E + 1'0) - l' a- 1(E - iO) 

= - 21Ti1';; l(E + iO)Ao(E)1';; l(E - iO) 

+ 1';; l(E + iO){Ga (E + iO) - Ga (E - iO)} 

x1';;l(E-iO). 

= f 1'I'~~~;)d3plJ(p2_A)('I'~~~;I, 
~~ (A) = (I - ~g"(A + iO)Vy) 

XAo(A) (I - ~ V6 g"(A - 1'0») 

(A3) 

Inserting Eq. (A3) to this relation, it follows that 

1';; l(E + iO) - 1';; l(E - iO) 

In order to proceed, we need the discontinuity of the 
four-particle operator Ga(z), 

= 21Ti1';; l(E + iO)Aan (E)1';; l(E - iO) 

+ 1';; l(E + iO)(I - Ga (E + iO) Va)Ao(E) 

XII - VaGa (E - 1'0»)1';; l(E - 1'0) 

- 21Ti1';; l(E + iO)Ao(E)1';; l(E - iO). 

I conclude by obtaining the discontinuity of the opera­
tor U'/x. (z). Consider the three-particle resolvent operator, 

g"(z) = (ho + L Va _ z) -1 • 

aCa 
By the spectral decomposition theorem established by Fad­
deev, 

J foo ~s (A) g"(z) = - L an + L an.a dA 
n Z + Ean aCa - E a " A - z 

+ _a_dA. 1"" ~s (A) 

o A-Z 

In this representation the projection operators are defined by 

Jan = I ct>~a» (ct>~a) I, 

~am.a(A) = (I - L g"(A + iO)Vy) 
n<a 

2460 J. Math. Phys., Vol. 29, No. 11, November 1988 

Ga(z) = ~ f go(z - t) ®g"(t)dt. 
2m Jy 

A similar procedure to that which leads to Eq. (A3) gives 
the required result 

A 

= 21Ti L ~o(E + Ean ) ® Jan 
n 

+ 21Ti L ~am.a (E - r) + 21Ti~~ (E - r) 
aCa 

m 

= 21Ti L Aan (E) 
n 

x Aam (E) (I - L V6G a(E - iO») 
6#a 

+ 21Ti(I- ~Ga(E+iO)Vy) 

XAo(E) (I - ~ V6Ga(E - 1'0»). 
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Finally, from the definition of U~ we can get 

U;8 (E + iO) - U;8 (E - ;0) 

= - 217"; L L L v)ian (E) Vv 
n I'"ey v"e8 

- 217"; L L U';a (E + jO)~am (E) U:8 (E - iO) 
maCa 

- 217";U~ + >(E + 1'D)~o(E) U~~ - >(E - I'D), 

for the discontinuity of U;8 across the right-hand cut. 
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Invariant conformal vectors in space-times admitting a group of G3 

of motions acting on space like orbits S2 
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The paper deals with four-dimensional space-times admitting locally a three-dimensional 
group of motions G3 acting on two-dimensional spacelike orbits S2' The local existence 
problem for conformal vectors invariant under G3 is shown to be equivalent to the local 
existence problem for Killing vectors of a given two-dimensional pseudo-Riemannian metric g. 
This problem is explicitly solved in terms of the Gaussian curvature R of g and two of its scalar 
differential concomitants. The results are applied to the case of dust-filled space-times, where 
an exhaustive list of metrics has been obtained by using the algebraic computing language SMP. 

The metrics are either homogeneous, self-similar, or Friedmann models. 

I. STATEMENT OF THE PROBLEM 

Let us consider a four-dimensional pseudo-Riemannian 
manifold ( V4,g). A vector field v is said to be conformal if 

(1) 

where £ stands for the Lie derivative, and the conformal 
factor ¢ is a V4 function. Conformal vector fields 1

•
2 are a 

well-known generalization of Killing vector fields, and the 
properties of space-times in which ( 1) admits nontrivial so­
lutions have been recently studied. 3-8 

The purpose of this paper is to discuss the existence of 
solutions of (1) with the following two restrictions: (a) the 
manifold ( V4 ,g) admits locally a three-dimensional group of 
motions G3 acting on two-dimensional spacelike orbits S2' 
and (b) the conformal vector v is invariant under the group 

G3• 

Condition (a) means that the two-surfaces S2 are maxi­
mally symmetric, so that the metric g is conformal to the 
direct sum of a constant curvature metric h on S2 and a 
metric g on the surfaces V2 orthogonal to S2; that is, 

g=y2(g®h). (2) 

The function Y is invariant by G3, and it is defined up to a 
constant multiplicative factor. One can choose it so as to 
have 

Ric(h) = kh, (3) 

where Ric stands for the Ricci tensor, and k = 1,0, - 1 is 
the (S2,h) Gaussian curvature, corresponding to the cases of 
spherical, plane, or hyperbolic symmetry, respectively. 

Condition (b) implies that the vector field v is tangent to 
V2, and it leaves the metric h invariant. 

The decomposition (2) allows a straightforward com­
putation of the conformal tensor of g, Conf(g). One gets in 
this way the following proposition. 

Proposition 1: The necessary and sufficient condition for 
the conformal tensor Conf(g) of (V4 ,g) to be zero is that 

R+k=O, (4) 

where R is the Gaussian curvature of (V2,g); that is, 

Ric(g) = Rg. (5) 

It follows also from (2) that every conformal vector v of 

g must be a conformal vector of (g ® h) and vice versa. Al­
lowing for the fact that h is left invariant by v, it follows thatg 
must be also invariant by vas stated in the following proposi­
tion. 

Proposition 2: In any space-time admitting a group G3 of 
motions acting on spacelike orbits S2' a vector field v invar­
iant by G3 is a conformal vector of (V4,g) if and only ifit is a 
Killing vector of ( V2,g); that is, 

£v (g) = 0 . ( 6 ) 

The conformal factor ¢ is given by 

(7) 

Proposition 2 shows the relevance of the study of the 
Killing vectors of (V2,g) to that of the invariant conformal 
vectors of ( V4,g). 

II. KILLING VECTORS IN (V2.9) 

Let us consider a generic two-dimensional pseudo-Rie­
mannian manifold ( V2,g). The first set of integrability con­
ditions of the Killing equation (6) is 

£v(R)=O, (8a) 

and the remaining conditions are obtained by repeated appli­
cation of the covariant derivative operator D (relative to g), 
namely, 

£v(dR) = 0, 

£v(DdR) =0, 

(8b) 

(8c) 

and so on. The dimension r of the linear space of solutions of 
(6) is known to be equal to (3 - q), where q is the rank of 
( 8) considered as an algebraic linear system with the compo­
nents of v and its first covariant derivatives (the antisymme­
tric part) as unknowns. 1 

It is well known that r may be either 3, 1, or 0, and that r 
is equal to 3 if and only if R is constant. It is also known9 that 
Eq. (6) admits as a nontrivial solution a vector field v with 
zero norm (isotropic vector) if and only if ( V2,g) is flat 
(R = 0). It would be useful to set up an analogous condition 
to know whether r is equal to 1 so that the solutions of Eq. 
(6) are proportional to a single nonisotropic vector v. 
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To provide one such criterion, let us construct the two 
following scalars: 

sl = tr(dR ®dR), s2 = tr(DdR), (9) 

where tr is the trace operator relative to g. The condition can 
now be stated as follows. 

Theorem: In a two-dimensional pseudo-Riemannian 
manifold ( V2,g) the solutions of the Killing equation (6) are 
proportional to a single nonisotropic Killing vector v if and 
only if sl is not zero and both sl and s2 are functions ofthe 
curvature R only, that is, 

sl#O 

dsl A dR = 0, ds2 A dR = 0 , 

(lOa) 

(10b) 

where A stands for the exterior product of forms, and the 
scalars s 1 and s2 are defined in (9). 

Proof of the necessary condition: Let us suppose that R is 
not constant (otherwise r = 3), and let v be a nonisotropic 
Killing vector, so that Eqs. (8) hold. It follows from (8a) 
that s 1 cannot vanish. In addition, one gets easily from (8) 
that 

£v(s1) = £v(s2) = £v(R) =0, (11) 

so that Eqs. (lOb) must also hold. 
Proof of the sufficient condition: In (V2,g), the condi­

tions (10) imply the following tensor relationship: 

DdR =A(R) dR®dR +B(R)g, (l2) 

where A and B are functions of the curvature R only. This 
implies that the rank q of the full algebraic system (8) is 
equal to that of the system of three equations (8a) and (8b). 
In addition, one gets from the first condition in (lOb) that 
Eq. (8a) implies the relationship 

tr(dR ® £v (dR») = ~£v (s1) = 0, (13) 

so that the rank q of ( 8a) and (8b) is at most equal to 2, and 
there is at least one Killing vector v. Finally, condition (8a) 
ensures that R is not constant (r# 3) and v is nonisotropic. 

III. THE SCALAR R AND THE FOUR-DIMENSIONAL 
RICCI TENSOR 

The preceding sections show that the scalar R plays a 
crucial role in determining the conformally invariant prop­
erties of the metrics (2). It is the essential component of the 
conformal tensor Conf(g) (see Proposition 1), and it deter­
mines, together with its differential concomitants sl and s2, 
the existence of invariant conformal motions. 

The computation of R can be performed either from its 
definition (5) or from the four-dimensional Ricci tensor 
Ric(g). A partial result is stated in the following proposi­
tion. 

Proposition 3: Let us assume that there exists a timelike 
unit vector u and two scalars,u and p such that Ric(g) ad­
mits the decomposition 

Ric(g) = (,u + p)u ® u + ~(,u - p)g (14) 

(perfect fluid space-time). Then the following relationship 
holds: 

R + k= 6M /Y-,UY 2
, (15) 
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where M is the Hernandez-Misner1o scalar, defined as fol­
lows: 

M=!Y[k-Tr(dY®dY)] , (16) 

the operator Tr being the trace relative to the metric g. 
Proof: It follows from a straightforward computation of 

the Ricci tensor for a metric g of the form given in Eq. (2). 
In the case in which Ric (g) = 0 (vacuum space-time), 

it is well known that the Hernandez-Misner scalar M must 
be constant. Allowing for Eq. (15), this means that either 
M = 0 (flat space-time) or the scalars R and Yare algebrai­
cally related one to another, so that it follows from Eqs. (7) 
and (8a) that any invariant conformal vector of g must be a 
Killing vector. This is in keeping with one recently published 
result of Garfinkle. 8 

The vacuum case, however, is trivial due to the well­
known Birkhoff theoremY-13 All the possible metrics and 
their Killing structure are well known. 14 It is worthwhile to 
consider then a more general situation. 

IV. APPLICATION TO DUST METRICS 

Let us consider now the case in which Ric(g) admits the 
decomposition ( 14) with p = 0 but,u # 0 (dust space-time). 
All dust metrics admitting a group G3 of motions acting on 
spacelike orbits S2 are known. 14 A systematic, computer­
aided 15 application of the first condition of ( lOb) to all these 
metrics has shown that, in order to admit (at least) one 
invariant conformal vector v, the metric g must pertain to 
one of the three following families. 16 

(a) Friedmann metrics, 17 given by 

g = - dt®dt + L 2(t) [(k - a~)-I dr®dr+ ~h] , 
(17a) 

where a is constant and the function L(t) is defined by 

t= _x__ dx, fL[ ]112 
b-ax 

with b constant. In this case, one gets that 

M=~b~, ,u=3b/L 3
, R+k=O, 

(17b) 

(18) 

so that there are three invariant conformal vectors, one of 
them being tangent to the t coordinate lines. 

(b) Self-similar metrics, 18.19 given by 

g= -dt®dt+ (y')2(k-a)-ldr®dr+ y2h, (19a) 

where a is constant, the prime stands for r derivatives, and 
the function Y(t,r) can be expressed as follows: 

t=br+ x dx, fY[ ]112 
2r-ax 

with b constant. In this case, one gets that 

M=r, ,u=2I(y2Y') , 

(19b) 

(20) 

and R + k can be expressed either as a function of Y /r or of 
t /r. In the generic case (R + knot constant), theonlyinvar­
iant conformal vector is 

v = td, + rdr , (21) 

and it follows from Eqs. (7) and (19b) that it is a homothe­
tic vector of g (¢J = const). There are two additional invar­
iant conformal vectors only when both a and b are zero in 
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( 19), so that the metric is isometric to the a = 0 case of the 
Friedmann metrics (17). 

(c) Homogeneous metrics,2O--22 given by 

g = - [t /(a - kt) ]dt®dt 

+ [(a - kt)lt] Z2(t)dr®dr + t 2h, (22a) 

where a is constant and Z is the following function of t: 

It [ X ]112 
Z= 3 dx+b, 

(a - kx) 
(22b) 

with b constant. In this case, one gets that 

M = !a, J.L = (2IZ)t -2[t /(a - kt) ]112, (23) 

and R + k is a function of t. In the generic case (R + knot 
constant), the only invariant conformal vector is 

v=dr , (24) 

and it follows from (22) that it is a Killing vector orthogonal 
to u. There are two additional invariant conformal vectors 
only when both k and b in (22) are zero, the metric being 
isometric to the case k = 1, a = 0 in the Friedmann metrics 
(17). 

The results quoted here ensure that any dust23 metric of 
the class considered admitting an invariant conformal vector 
v must pertain to one of the metric families (17), (19), or 
( 22 ). The inverse result, that is, that every metric contained 
in (17), (19), or (22) admits such a vector v, is well known 
in the case of Friedmann metrics ( 17), and it can be verified 
by using the explicit expressions (21) and (24) of v in the 
other two cases. One arrives then at the following results. 

Proposition 4: A dust metric admitting a three-dimen­
sional group of motions G3 acting on two-dimensional space­
like surfaces S2 will admit at least one conformal vector v 
invariant by G3 if and only if it is isometric to a Friedmann 
metric (17), to a self-similar metric (19), or to a homoge­
neous metric (22). 
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Proposition 5: A dust metric admitting a three-dimen­
sional group of motions G3 acting on two-dimensional space­
like surfaces S2 will admit three invariant conformal vectors 
if and only if it is isometric to a Friedmann metric (17). 
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The existence of affine collineations in space-time is discussed and the types of space-time 
admitting proper affine collineations is displayed. The close connection between such space­
times and their holonomy structure and local decomposability is established. Affine 
collineations with fixed points are also considered as is the problem of extending local affine 
collineations to the whole of space-time. 

I. INTRODUCTION 

Many of the techniques for finding exact solutions of 
Einstein's field equations in general relativity involve the as­
sumption that certain symmetries exist in the space-time. A 
thorough discussion may be found in Ref. 1. Most of these 
assumptions require the existence of a certain number and 
type of Killing vector fields defined globally on space-time 
and lead to a local type of Lie group isometric action. Full 
details of local and global Lie group actions can be found in 
Ref. 2, while a brief summary has been given in Ref. 3. The 
purpose of this paper is to consider the case when a space­
time admits local groups of affine collineations generated by 
global affine vector fields. 

Section II gives a brief discussion of the interconnection 
between the metric and associated connection on space-time, 
the associated holonomy group, the existence of recurrent 
and covariantly constant tensors, and local and global de­
composability. Some of the mathematical formalities ofthis 
section are merely noted in passing and are not required in 
any serious way in the remaining sections. Others, however, 
will be significant in what is to follow and all of them are, in 
their own way, helpful in understanding the problem. Local 
considerations are dealt with in Sees. III-V where the types 
of space-time admitting proper affine collineations will be 
displayed. The fixed point structure of affine collineations 
will be discussed in Sec. VI, while the global extension of 
local affine collineations will be covered in Sec. VII. A final 
summary and some examples will be given in Sec. VIII. 

The notation is a standard one. The (connected) space­
time manifold will be denoted by M and its Lorentz metric of 
signature (- + + + ) by g. The Riemann and Ricci ten­
sors associated with g are denoted in local coordinates by 
Rabcd and Rab =R cacb ' respectively, a covariant derivative 
with respect to g by a semicolon, and a partial derivative by a 
comma. The space-time manifold will always be assumed 
simply connected (and hence time orientable), although this 
is not necessary for some of the local considerations. This 
last assumption guarantees the existence of a global, no­
where-zero timelike vector field on M. Space-time will be 
assumed nonflat in the sense that the Riemann tensor does 
not vanish over an open subset of M. All structures on M will 
be assumed smooth. 

II. HOLONOMY AND DECOMPOSABILITY 

The metric connection of the space-time M leads natu­
rally to the hOlonomy group of M, <I> p at any peM. Full 
details ofholonomy theory can be found in Ref. 4 (Vol. I). 
Since M is connected (and hence path connected) <I> p and 
<I> q are isomorphic for any p,qeM and one speaks of the ho­
lonomy group of M. This group is a connected (since M is 
simply connected) Lie group isomorphic to a connected sub­
group of the (component of the identity of the) Lorentz 
group .!/ 0 and can thus be identified with one of the 15 types 
of subalgebra of the six-dimensional Lie algebra of .!/ o' 

These subalgebras have been discussed elsewhere in the pres­
ent contextS•

6 and are labeled R I-R IS according to Ref. 7. 
Here R I is the trivial case and R IS is the full Lorentz algebra 
(and Rs is impossible for holonomy groupss). The holon­
omy groups arising from each of these subalgebras except 
R IS are reducible in the sense that if <I> p is realized as a group 
of linear transformations from the tangent space TpM to M 
at p onto itself, some nontrivial subspace of TpM remains 
invariant under this group. Such a subspace then deter­
mines, by parallel transport, an integrable distribution on M 
and the resulting maximal integral submanifolds of this dis­
tribution constitute totally geodesic submanifolds of M 
whose nature (timelike, spacelike, null) is the same at each 
peM. The holonomy group of M is called nondegenerately 
reducible if some nontrivial, non-null subspace of T M is 
invariant under the holonomy in the above sense. p 

An important result was given by Wu8 in the case that M 
is simply connected, (geodesically) complete, and nonde­
generately reducible [a generalization of the well-known de 
Rham theorem for positive-definite manifolds-see, for ex­
ample, Ref. 4 (Vol. I)]. In this case M is isometric to the 
metric product of the maximal integral submanifolds ob­
tained as described above from a nontrivial, non-null, holon­
omy invariant subspace of TpM and its orthogonal comple­
ment. If the above conditions on M, except completeness, are 
retained then M is necessarily locally decomposable8 in the 
sense usually meant in general relativity.I,9 The nontrivial 
nondegenerately reducible cases are the holonomy types R 3, 

R6, and RIO (1 + 3 timelike), RI3 (1 + 3 spacelike), R4 
(1 + 1 + 2 spacelike), R2 (1 + 1 + 2 timelike), and R7 
(2 + 2), where the description in parentheses refers in an 
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obvious way to the nature of the decompostion. Thus the 
digit 1 refers to a non-null, holonomy invariant, one-dimen­
sional distribution on M (and hence to an associated, global, 
nowhere-zero, covariantly constant, non-null vector field on 
M since M is simply connected) and the digits 2 and 3 refer 
to two- or three-dimensional, holonomy invariant timelike 
or spacelike (as indicated) distributions on M. These distri­
butions span the totally geodesic, integral submanifolds of 
the holonomy and are themselves not nondegenerately re­
ducible (but some of them are reducible). 

The following results can now be stated. 1O To obtain 
maximum generality, M will be allowed to be flat in the re­
sults A, B, and C below, but elsewhere M will be assumed 
nonflat as stated earlier. 

A: The following are equivalent for M. 
(i) M is reducible. 
(ii) M admits a global, nowhere zero recurrent vector 

field k (that is, in components, ka;b = kaPb for some global 
one-form field p). 

(iii) M admits a global, nowhere-zero, second-order, 
symmetric recurrent tensor field S that is not proportional to 
the metric g. 

B: The following are equivalent for M. 
(i) Mis nondegenerately reducible. 
(ii) M admits a tensor field S satisfying the conditions of 

A(iii) above and also the condition that in every chart of M, 
SabSbc = sac. (This condition is given in Ref. 1.) 

(iii) M admits a tensor field S satisfying the conditions 
of A (iii) and the condition that its Segre type (necessarily 
the same everywhere) is {I, Ill} or some degeneracy of this 
type [except, {(1, Ill)}]. 

In the statements B(ii) and B(iii) the tensor S may be 
chosen covariantly constant and so nondegenerately reduc­
ible space-times admit covariantly constant tensors S as 
above. A consideration of the holonomy types Rg and RlI 
shows that the converse is false. The nondegenerately reduc­
ible types with R7 excluded can be characterized by their 
admitting a global, nowhere zero, non-null covariantly con­
stant vector field. 

C: If M admits a tensor S satisfying the conditions A (iii) 
which is covariantly constant then all the eigenvalues of S 
are constants on M and one either has the type R7 or else M 
admits a global, nowhere zero, covariantly constant vector 
field that may be chosen as an eigenvector field of S on M. 
Theholonomy type of Mis either R 1-R4 , R 6-Rg, RIO' R lI , or 

R 13• 

The conditions of result C are equivalent to M admitting 
a Lorentz metric g' that is not a constant multiple of g but 
generates the same symmetric connection as g on M. 5 

III. AFFINE COLLINEATIONS 

A bijection 'I/J: M ..... M such that 'I/J and 'I/J-l are smooth 
and such that ",*w = w, where w is the connection one-form 
on the frame bundle of M arising from the metric g on M, and 
'" the natural extension of 'I/J to the frame bundle is called an 
affine transformation of M. The question of the Lie group 
structure of the group of all such transformations is dis­
cussed in Refs. 3 and 4 (Vol.l). However, in this paper the 
more general, local Lie groups of local affine transformations 
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( collineations) will be considered. These are characterized 
by a finite-dimensional Lie algebra of global affine vector 
fields on M. Such a vector field 5 on M can be characterized 
by the local coordinate condition 

(1) 

A decomposition of Sa;b into its symmetric and skew-sym­
metric parts and use ofEq. (1) gives (see, for example, Refs. 
3 and 5) 

(i) Sa;b = hab + Fab (hab = hoo, Fab = - Fba ), 

(ii) hab;c = 0, (2) 

(iii) Fab;c = RabcdSd (=> Fab;cSc = 0). 

The vector field 5 is homothetic (respectively, Killing) if 
hab = vgab with v = const#O (respectively, hab = 0) and 
otherwise is called a proper affine vector field. In the last case 
one has a global, covariantly constant tensor field h on Mas 
described in the last section. The global tensor Fis called the 
affine bivector. The existence of the tensor h shows that if a 
proper affine is admitted the holonomy group of Mis reduc­
ible5

; in fact it is either nondegenerately reducible (and 
hence one has either a holonomy corresponding to the R7 
type or a covariantly constant, nowhere zero, non-null, glo­
bal vector field on M) or else M admits a global, covariantly 
constant, nowhere zero null vector field (or both). The ho­
lonomy types are given in result C above. The allowed Pe­
troY and Segre types for the Weyl and energy-momentum 
tensors can be computed (and the table in Ref. 6 is some­
times useful but note this table is subject to the more restric­
tive conditions imposed in Ref. 6). As a result, and using 
Einsteins's equations with zero cosmological constant, 
many types of physical fields studied in general relativity 
theory are excluded.5 For example, the existence of a proper 
affine eliminates all vacuum space-times except the pp 
waves, all perfect fluid space-times for which, in the usual 
notation, O<.p#p>O, all non-null Einstein-Maxwell fields 
except the 2 + 2 locally decomposable case (R7 ), and all 
non vacuum Einstein spaces again except the R7 case. 

It is convenient at this point to discuss the maximum 
number of global, independent, proper affine vector fields 
permitted. Let H denote the finite-dimensional vector space 
of global, covariantly constant, second-order, symmetric 
tensor fields on M and let dim H = n> 1. Let K denote the 
subspace of H that consists ofthose members of H that arise 
from an affine vector field as described above and let 
dim K = m<.n. Finally suppose that M admits an r-dimen­
sional Lie algebra of global affine vector fields. By taking 
appropriate linear combinations of these affine vector fields 
one can always arrange that r - m of them are Killing. In 
fact, if gEl( (equivalently M admits a global homothety), 
then one can arrange that r - m + 1 of these affine fields are 
homothetic (r - m of which can be arranged to be Killing) 
and m - 1 of them are proper affine and if gEtK one can 
arrange that r - m of them are Killing and m of them proper 
affine. The proof is straightforward. The vector spaces Hand 
K mayor may not be equal. In what is to follow, phrases like 
"the maximum number of independent proper affine vector 
fields" will always be taken in the above sense. 
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IV. THE 1 + 3 CASE 
Consider first the 1 + 3 spacelike case corresponding to 

the holomony algebra R 13' Here one has a global, nowhere 
zero, covariantly constant, timelike vector field U uniquely 
determined by the coordinate relations Ua;b = 0, Ua u

a 

= - 1 and the choice that U is future pointing, which is 
permissible since M is time orientable. The uniqueness of U 

follows from the holonomy condition and the only global 
independent, second-order, symmetric, covariantly con­
stant tensors are gab and Ua Ub as follows from result C. The 
totally geodesic submanifolds that arise from the holonomy 
are represented by the flow of U and the three-dimensional 
spacelike submanifolds orthogonal to u. The Ricci identity 
gives R abed u

d = 0 and hence Rab ul> = 0 and so the Petrov 
type is I, D, or 0 (Ref. 11) and the Segre type of the Ricci 
tensor is {I, Ill} or one of its degeneracies. 12 Both types may 
vary over M. 

Now the consequences of M admitting a global, affine 
vector field S will be evaluated. Of course, M already admits 
the affine vector field u. In local coordinates one has from 
(2), 

Sa;b =agab +fJuaub +Fab (a,/3 constants). (3) 
The case when sis homothetic (respectively, Killing) corre­
sponds to fJ = 0 (respectively, a = fJ = 0). There is at most 
one global, independent, proper affine vector field in the 
sense of the previous section. If one defines a global, real­
valued function K on M given in local coordinates by 
K = uaS a, then one easily finds K,ab = 0 and so Ka ='K,a is a 
constant multiple ofua. In fact, (2) gives KaUa = fJ - a and 
SOKa = (a - fJ) Ua and then (3) gives FabUb= O. HenceFif 
nonzero is a simple, spacelike bivector and K = const ~ a 
= fJ which, in turn, is equivalent to the Lie bracket 
[S,u] = o. If K = const one can ensure it is nonzero by, if 
necessary, adding to S a constant multiple of u. This will not 
affect any of the above discussion and the decomposition (3) 
is left unchanged. With this assumed done, global vector 
fields k ' and k can be constructed by the coordinate represen­
tations k 'a = KUa, k a = sa + k 'a so that k is orthogonal to 
u, k aUa = 0, and k '¢O. Then 

k'a;b = (a-fJ)uaub [=? k,a;bc =0 (=Rabcdk'd>], 
(4) 

ka;b = a (gab +UaUb) +Fab (=? ka;bc =Rabcdk d). (5) 

Hence k and k ' are global, affine vector fields on M. 
One can now consider the various cases obtained from 

the particular values of a, fJ, and F. If a # 0, fJ # 0, then sand 
k are proper affine and k' is proper affine (respectively, Kill­
ing) if a#fJ (respectively, a = fJ). If a#O, fJ = 0, then sis 
homothetic and k and k ' are proper affine. If a = 0, fJ # 0, 
then sand k ' are proper affine and either Fis identically zero 
on M, in which case k is identically zero on M (and so 
S = - k '), or Fis not identically zero on M, in which case k 
is a Killing vector field on M. If a = fJ = 0, then S is Killing 
on M and k ' is a constant multiple of u. If also Fis identically 
zero on M, then k is also and k ' and S( = - k ') are constant 
multiples of u, whereas if Fis not identically zero on M, k is a 
Killing vector on M. Whenever two or more proper affine 
vector fields occur they are not independent (in the sense of 
the previous paragraph), in that an appropriate linear com-
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bination of them is a global homothetic or Killing vector 
field [for example, if O#a#fJ #0, k + a(fJ - a) -Ik', 
S + fJ(fJ - a) -Ik', ands - fJa-1kareeach homothetic]. 

Two further points may now be made. First, one always 
has a local, proper, affine vector field in the sense that for any 
peM there exists a (contractible) neighborhood U of p and a 
real valued function won U such that, on U, ua = w,a' Then 
Wua is a proper, affine vector field on U satisfying (3) with 
a = 0, fJ = 1, F = O. This would produce a global, proper, 
affine vector field if M were contractible. Second, since the 
vector field k and the bivector field Fare everywhere orthog­
onal to U they define in a natural way a global vector and 
bivector field, respectively, in each of the hypersurfaces or­
thogonal to u. The positive definite induced metric on each 
ofthese hypersurfaces is represented locally by gab + UaUb. 
Using standard coordinates from the local decomposition of 
M, the covariant constancy of u, and (5), one can show that 
either k =. 0 on M or else k determines a global nonidentically 
zero homothetic or Killing vector field with respect to the 
induced metric in each of these hypersurfaces. This follows 
since if the induced vector field from k is zero everywhere on 
a particular hypersurface then F is also zero on this hyper­
surface and a = O. Hence k is a Killing vector in M such that 
k a and ka;b are simultaneously zero at some point of M and 
so k=.O on M since M is connected. 

The conclusion here is that if M is to admit a global (or 
local) affine vector field not parallel to the covariantly con­
stant vector field u, then the hypersurfaces orthogonal to U 

must themselves exhibit some homothetic or Killing symme­
try and, in general, they will not, since no geometrical re­
striction of this nature is placed on these hypersurfaces. 

In the case when M is complete, the nondegenerate 
reducibility of M and its simple connectedness give rise, as 
mentioned in Sec. II, to a global isometric decomposition 
M = H X R, where His isometric to any of the submanifolds 
orthogonal to u. With the real valued function w represent­
ing the usual global chart on R in an obvious way, one sees 
that the proper affine vector field wu discussed earlier can 
now be taken as a global, proper affine vector field on M. 
Another global, proper, affine vector field on M not propor­
tional to U will arise if and only if H admits a global homo­
thetic or Killing vector field. Now since H is positive-defi­
nite, irreducible (by definition of the original holonomy) 
and complete (since M is complete and H totally geodesic) 
and since H cannot possess a nonempty open subset V in 
which the induced curvature tensor is zero (for then M 
would possess the flat open subset V X R), it follows that H 
admits no proper global homotheties [Ref. 4 (Vol. I)]. In 
this case one need only consider Killing symmetries on H 
and it follows that M admits no proper global homotheties. 
It also follows in this case from the completeness of M that 
all global affine vector fields that arise on M are complete 
vector fields [Ref. 4 (Vol. I)], and as a consequence of 
Palais' theorem2 give rise to a global Lie group G action on M 
representing the affine transformations whose Lie algebra is 
isomorphic to the Lie algebra of global affine vector fields on 
M. Here, one can say more about G because any global Kill­
ing vector field in H with respect to the induced geometry in 
H gives rise in a natural way to a global Killing vector field 
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on M as is easily checked using local coordinates adapted to 
the decomposition. It then follows that the Lie algebra of 
global, affine vector fields on M can be spanned by the vector 
fields u, wu and the global Killing vector fields of H. Further 
if S 1 represents either u or wu and S 2 is a global Killing vector 
field on M arising as described above from one in H then 
[s I,S2] = o and so Gis Lie isomorphic to G1 XG2, where G1 

is the non-Abelian two-dimensional Lie group of affines 
spanned by u and wu and G2 is the Lie group ofisometries of 
H. Since O<dim G2<6 one obtains 2<dim G<8. 

If M is not complete then one still has a local metric 
product structure for M (local nondegenerate decomposabi­
lity) such that each peM may be assumed to lie in a con­
tractible chart W which is isometric to H' X I, where H' is a 
positive-definite three-dimensional submanifold of M every­
where orthogonal to u and 1 is an open interval ofR with its 
usual induced metric. Again u and wu are affine vector fields 
on W, but the situation is different in two important respects 
from the complete case above. First, even though H' has no 
flat open subsets (for the same reason as above), there may 
now be homothetic or proper, affine vector fields defined on 
H' (with respect to the induced metric on H') and these can 
be extended naturally to affine vector fields defined on W. 
(The existence of a proper, affine vector field on H' is equiva­
lent to the positive definite induced metric on H' having a 
reducible holonomy group [Ref. 4 (Vol. I) ].) Second, one 
no longer has, in general, a Lie group of affine transforma­
tions on W, but only a local group action. The structure of 
the Lie algebra of affine vector fields on W may change if p 
and Ware changed. In certain cases local affine vector fields 
many be extended to global ones and this will be considered 
in Sec. VII. However, whether M is complete or not, there 
may be local affine vector fields on some open subset W of M 
that are not globally extendible to M and the local affine 
structure of M may not be independent of W in this sense. 

The general ideas given above apply to the 1 + 3 time­
like cases also and so this case will not be discussed in detail. 
There are, however, some differences caused by the fact that 
the three-dimensional totally geodesic submanifolds ob­
tained from the holonomy are now orthogonal to a global, 
covariantly constant, unit spacelike vector field y (Ref. 5) 
(and hence have an induced metric of Lorentz signature) 
and these will be briefly pointed out. The Ricci identity gives 
Rabcdyt = 0 and Rabyb = O. In the RIO case there are no re­
strictions on the Petrov or Segre tYpeSll,I2 and the three­
dimensional holonomy submanifolds mentioned above are 
irreducible. In the R6 case these submanifolds are reducible 
but not nondegenerately so because M admits a global, re­
current, null vector field everywhere tangent to them. The 
Ricci identity can then be used to show that the Petrov type 
is N or III at points where the Ricci scalar R = 0 and II or D 
at points where R #0 (see, for example, Ref. 6). The Segre 
type (which may vary over M) is either {(1, 1)( 11)}, 
{(31)}, {2( 11 )}, or {(211)} as can be deduced from the 
table in Ref. 6 (but note the more restrictive conditions im­
posed in this reference). The corresponding affine bivector 
now satisfies Fabyt = 0 and so if nonzero is simple but may 
be timelike, spacelike, or null. Finally, those results appealed 
to in the previous case and which relied upon the three-di-
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mensional holonomy submanifolds inducing a positive-defi­
nite metric are no longer applicable. 

The 2 + 2 (R7 ) case will be discussed in the next sec­
tion. Concerning the remainder of the nondegenerately de­
composable cases: 1 + 3 timelike (R 3 ), 1 + 1 + 2 timelike 
(R2 ), and 1 + 1 + 2 spacelike (R4 ), their treatment is simi­
lar to that given above. For example, in the 1 + 1 + 2 space­
like case one has, on M, global, nowhere zero, unit, covar­
iantly constant timelike and spacelike vector fields given in 
components by va and z", respectively, which together span 
the flat timelike submanifolds obtained from the holonomy. 
There are exactly four independent, global, second order, 
symmetric tensor fields whose components are VaVb' ZaZb' 
v(azb) ' and gab and hence a maximum of three independent 
(in the sense used earlier) global, proper affine vector fields 
on M. A general global affine vector field S projects onto the 
spacelike submanifolds determined by the holonomy to give 
an affine vector field on M which is a global homothetic 
vector field in the induced geometry of these submanifolds. 
The affine bivector of S is in general nonsimple and its ca­
nonical blades are tangent to the above pair of holonomy 
submanifolds at each point (cf. the 2 + 2 case in Sec. V). 
The projection of S onto the timelike holonomy submanifold 
is a linear combination of the six independent affine vector 
fields admitted locally by this flat two-space and represented 
by the affine vector field (a + bv + cz)va + (d + ev + jz)z", 
where Va = v,aza = z,a and a,b, ... , are six arbitrary con­
stants. Thus M always admits the local, independent proper 
affines vva, zz", and vz" + zva (and these lead to global affines 
if M is contractible or complete). In either of the 1 + 1 + 2 
cases, if M is complete, a Lie group G of affine transforma­
tions arises which satisfies 6<dim G<9. That the maximum 
number can be achieved follows from a consideration of the 
Lorentz manifold S 2 X M 2, where S 2 has its usual meaning 
and (positive definite) metric and M 2 is two-dimensional 
Minkowski space. Further details can be found elsewhere. 13 

It turns out, in fact, that 9 is the maximum dimension for the 
Lie algebra of global affine vector fields on any nonflat 
space-time as follows from the case by case study presented 
in this and the next section. An easier proof in a more general 
context will be given elsewhere. 14 

V. THE 2+ 2 CASE 

Now consider the 2 + 2 case with holonomy algebra R 7 

where the totally geodesic submanifolds determined by the 
holonomy constitute two orthogonal families of two-dim en­
sional submanifolds, one spacelike and one timelike. Here 
one may introduce locally a null tetrad field I,n,x,y (with 
lana = xaxa = yaYa = 1, and all other inner products zero) 
such that I,n and x,y span the totally geodesic submanifolds 
at each point. In this case there are exactly two independent, 
covariantly constant, second-order, symmetric tensor fields 
defined globally on M. 5 They can be given locally by Pab 
= 2/(anb) and Qab = XaXb + YaYb and they are related to 
the metric by the completeness relation gab = Pab + Qab' 
The Weyl tensor is either type D (with I and n spanning its 
principal null directions) or 0 and the Ricci tensor is either 
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of Segre type {(l,l) (11)} (with I,n and X,Y spanning the 
degenerate eigenspaces) or its degeneracy. Again the types 
may vary over M. The null vectors I and n can be globally 
defined on M (because M is simply connected) and are re­
current, while the bivectors represented locally by Mab 

* = 2/[a nb 1 andMab = 2x[aYb 1 can also be extended to global 
nowhere zero covariantly constant bivectors on M. J Here, 
an asterisk denotes the usual duality operator and Mab can 
be globally extended on M since Mis orientable (because it is 
simply connected).] The space-time M admits no global co­
variantly constant, nowhere zero vector fields. s The Rie­
mann tensor takes the local form9 

* * Rabed = aMabMcd + hMabMcd' (6) 

where a (respectively, h) depends only on the coordinates of 
the timelike (respectively, spacelike) totally geodesic sub­
manifold in the usual locally decomposable charts. 

Now suppose a global affine collineation $ exists on M 
satisfying (I), (2) and hence the local relation 

$a;b = agab + 2{3/(a nb) + Fab 

= (a + {3)Pab + aQab + Fab , (7) 

where a and {3 are constants and F is the affine bivector. 
Define global vector fields by the local relations k a = P a b $ b 

andk,a = Qab$b, so that $ = k + k'. Then for koneobtains 
from (7), 

ka;b = (a + {3)Pab + P acFcb (8) 

and (2iii), (6), and (8) show that k is an affine vector field 

ka;be = PadR dbee$e = aPadMdbMcek e = Rabee ke. (9) 

Equation (9) shows that k(a;b) is covariantly constant and so 
k(a;b) = p'gab + vPab (p"v constant). Inserting this into (8) 
and contracting with the local vector field x shows that 
p, = 0, v = (a + {3), and 

FabXb= -PYa' Fabyb=pXa, (10) 

for some real-valued function p. Equation ( 10) shows that F 
if nonzero is a non-null bivector whose canonical pair of 
blades is spanned by the pairs I,n and x,y at each point and so 

* Fab = uMab + o'Mab (11) 

for real-valued functions u and 0'. Then (8) gives 

ka;b = (a + {3)Pab + uMab . (12) 

In ( 12), k lies in the blade of the simple bivector M and so is 
hypersurface orthogonal in the sense that k[a;b kc 1 = O. It is 
also noted here that Eqs. (2iii) and (12) show that u.a (re­
spectively, cI,a) lies everywhere in the blade of Mab (respec­
tively, Mob) and that $ aU.a = $ ao',a = O. 

Similar calculations show that the global vector field k ' 
is affine, 

k' a;be = Rabcdk ,d, (13) 

k ' a;b = aQab + 0' Mab . (l4 ) 

Now k ' lies everywhere in the blade of Mab and is hypersur­
face orthogonal in the above sense. 

As before, various cases can be distinguished depending 
on the values of a, {3, and F. If a#O, {3 #0, and a + {3 #0, 
then $, k, and k ' are proper affine vector fields on M, and k 
and k' uniquely define homothetic Killing vector fields in 
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their respective totally geodesic submanifolds with respect 
to the induced metrics. If a #0 and a + {3 = 0, then $ and k I 

are proper affines and k is Killing on M. Also k' is homo­
thetic in its totally geodesic submanifold and either k=O on 
M or else defines a nonidentically zero Killing field in each of 
its totally geodesic submanifolds. If a = 0, {3 #0 (respec­
tively, a#O, {3 = 0), then $ is proper affine (respectively, 
homothetic) on M, k is proper affine on M, and k ' is Killing 
(respectively, proper affine) on M, while in their respective 
totally geodesic submanifolds k is homothetic and k ' either 
Killing or identically zero (respectively, homothetic) on M. 
If a = {3 = 0, then since M admits no global covariantly con­
stant vector fields, any of $, k, and k " if not identically zero, 
is Killing on M with similar comments applying to k and k ' 
with respect to their respective totally geodesic submani­
folds. 

The 2 + 2 (R7 ) case is thus qualitatively similar to the 
previous case. Consider the case when M is complete. Then 
each of the two-dimensional totally geodesic submanifolds 
determined by the holonomy is complete and M is isometric 
to HI XH2, where HI and Hz are isometric to the above ho­
lonomy submanifolds. Suppose that HI is timelike and Hz 
spacelike. The manifolds HI and Hz are irreducible (by the 
holonomy condition), simply connected (since M is), and 
complete (since they are totally geodesic). Palais' theorem 
then shows that the affine vector fields on M (which are now 
complete since Mis [Ref. 4 (Vol. I) ]) lead to a Lie group G 
of affine transformations on M which, as before, is of the 
form G = GI X Gz, where GI and Gz are the Lie groups of 
homotheties on HI and H2, respectively. (In fact, Gz will be 
the Lie group of isometries on Hz. This follows because Hz is 
positive definite, complete, and irreducible and hence pos­
sesses no global proper homotheties [Ref. 4 (Vol. I)]. It 
follows that O<dim G<6. If HI possesses a global, proper 
homothety then it can possess at most one global Killing 
vector field and so in this case dim GI <2 and dim G<5. This 
is because if HI possessed two independent, global Killing 
vector fields, then since it is simply connected, it must pos­
sess a third (see Sec. VII). This gives dim GI = 4 and so HI 
is fiat, in contradiction to its irreducibility.) 

If M is not complete, the discussion presented earlier in 
the incomplete 1 + 3 case applies with obvious modifica­
tions. One major difference in both the complete and incom­
plete cases is that here one does not necessarily have a global 
or local proper affine vector field existing. In fact, there is at 
most one independent, global, proper affine vector field in 
the sense used in this paper. 

Finally, in the case of interest for global, affine collinea­
tions when M is not nondegenerately reducible, one has a 
unique (up to a constant factor), global, covariantly con­
stant, nowhere zero vector field I on M and it is null. The 
holonomy types here are Rg and R II' One can analyze these 
cases in the way that was done for the others, but less infor­
mation was obtained. If one supposes that $ is a global, affine 
vector field on M, then (1) and (2) hold with hab = agab 
+ {3lalb (a, {3constants), and it can be shown that the affine 
bivector satisfies Fab I b = ria with r constant. The constant 
r need not be zero as can be seen by choosing $ to be the 
standard homothety of the vacuum or generalized plane 
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wave solution in general relativity. 15 If K = S ala' then S + KI 

is also affine and there is at most one independent, global 
affine vector field on M in the sense described earlier. One 
always has the local relation la = t/J,a for some real-valued 
function t/J, and so the local, proper affine vector field t/Jt/J.a is 
always admitted which is global if M is contractible. 

VI. FIXED POINTS OF AFFINE COLLINEATIONS 

The subset of points of M which remain fixed by every 
member of the local group oflocal affine collineations gener­
ated by a nonidentically zero global affine vector field son M 
is either empty, discrete, or is such that each of its compo­
nents is a totally geodesic submanifold of M [Ref. 4 (Vol. 
II) ] . If S is Killing such components are either empty, single 
points, or two-dimensional and if S is homothetic they are 
either empty, single points, or (part of) a null geodesic in 
M.15 In this section a brief discussion will be given of the 
(local) fixed point structure of local one-parameter groups 
of local, proper affine collineations on M represented in a 
standard notation (Ref. 4, Vol. I) by local maps ¢, for tin 
some interval about 0eR. Such a local group may admit no 
fixed points. It admits a fixed point pEM if and only if 
S (p) = o. Suppose p is a fixed point of all the ¢ I and let t/J be 
the usual exponential diffeomorphism from some open 
neighborhood U' ofOeTpM to some open neighborhood U 
of p. Then U and U' may be chosen so that tfJo¢, * = ¢,0t/J 
holds where it makes sense [Ref. 4 (Vol. I) ] . One may then 
follow the method used in Ref. 15 to study the fixed point 
structure because, at p, ¢ 1* = exp [ ts a;b] = exp [ t (h a b 
+ Fa b) ]. Fixed points of all the ¢, correspond under t/J to 

members of TpM that are eigenvectors of the matrix S a;b at p 
with zero eigenvalue and so one is left with an algebraic 
study of hand Fat p. It turns out that either p is isolated or 
the component of the set of fixed points containing p is of 
dimension 1, 2, or 3. Further details of the possibilities can be 
found in Ref. 13. 

More can be said about the conditions at a fixed point p 
ofthe ¢, if one recalls that for any affine vector field S on M 
(and denoting the Lie derivative along S by :£'5) 

:£' 5 Ricc = 0 (¢} ¢, * Ricc = Ricc), (15) 

where now it is convenient to use the index free symbol Ricc 
for the Ricci tensor. Equation (15) and the condition on 
:£' 5g obtained directly from [2(i)] then supply important 
information about the algebraic structure of Ricc at p. 10 For 
example, consider the 1 + 3 spacelike case. Here one has 
from (3) 

¢,*g= e- 2alg+ yu®u, (16) 

where y = const. From Sec. IV, Ricc is diagonalizable (over 
R) everywhere (Segre type {I, Ill} or one of its degener­
acies) and u is an eigenvector everywhere with zero eigenval­
ue. Following the argument given in Ref. 10 (see also a simi­
lar one in Refs. 3 and 15), let w be any other eigenvector of 
Ricc at p with eigenvalue A which without any loss of genera­
lity for the following argument may be taken to be orthogo­
nal to u atp. Then for any w'ETpM, Ricc (w,w') = Ag(W,W') 
and so from (15) and (16) one has 
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¢, *Ricc(w,w') = A [e2al¢, *g - ye2a1u ® u] (w,w') 

::::} Ricc(¢,*w,¢, *w') 

= Ae2alg( ¢, *W'¢, *w') 

and so ¢, *w is an eigenvector of Ricc at p with eigenvalue 
Ae2al

• Since there are at most four distinct eigenvalues of 
Ricc at p, one has a = 0 or A = O. If a =J: 0 at p, then all Ricci 
eigenvalues are zero at p, and because of the diagonalizabi­
lity of Ricc, Rice = 0 at p. It should also be noted that a zero 
of the vector field S is also a zero of the vector fields k and k ' 
in the notation of Sec. IV and this fact may be used to give a 
variation of the above discussion of the Ricci eigenvalues at 
p. The other cases may be discussed similarly, but it should 
be noted that the vanishing of all the Ricci eigenvalUes at 
some pEM, in the general case, implies that either Ricc = 0 
or has Segre type {( 211)} with zero eigenvalue or Segre type 
{( 31)} with zero eigenvalue at p. 

VII. GLOBAL EXTENSIONS OF LOCAL AFFINE VECTOR 
FIELDS 

Sections III-V discussed the consequences for a space­
time M which admits a global, proper affine vector field. The 
work in these sections also showed how one could construct 
local affine vector fields on M, in the nondegenerately de­
composable case, directly from the local decomposition by 
taking appropriate combinations of local affine vector fields 
(if any exist) in the submanifolds of decomposition. This is a 
method quite likely to occur in practice and so the question 
then arises whether or not these local affine vector fields can 
be extended to global affine vector fields on M. In general, 
the answer to this question is no. However, with one extra 
assumption on M, which is perhaps not unreasonable from 
the physical viewpoint, such an extension is always possible. 
Two proofs of this fact will be briefly mentioned. One is an 
extension of a proof due to Nomizu, 16 while the other relies 
on a covering space argument. 17 

Let U be a connected, coordinate domain of M and S a 
(local) affine vector field of M defined everywhere on U and 
hence satisfying (2) on U. If pEU and c is any curve in U 
through p with tangent w at p, then one has 

Sa;bwb = habWb + FabWb, Fab;cWc = RabcdWcS d, 
(17) 

hab;cWc = O. 

It follows that if Sa' Fab , and hab (that is, Sa and Sa;b) are 
given at p, then S is uniquely determined throughout U. Now 
let flpM (respectively, SpM) denote the vector space of all 
second-order, covariant, skew-symmetric (respectively, 
symmetric) tensors at p. Then let Vp be the direct sum 
Vp = TpM E9 flpM E9 SpM. If A (U) is the Lie algebra of af­
fine vector fields on U there is an obvious natural linear map­
pingA(U)-+Vp given by s-+(sa(p), Fab(p), hab(p»), and 
which from the above discussion is one-to-one. Hence 
dim A (U) <dim Vp = 20. For each pEM let Ap * denote the 
vector space of germs of affine vector fields defined on some 
open neighborhood of p, that is, the vector space of equiv­
alence classes of affine vector fields under the equivalence 
relation of equality on some open neighborhood of p. As 
Nomizu showed, one may always choose U such that A ( U) 
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is naturally isomorphic to A p * and such a U is called a special 
neighborhood of p. The theorem may now be stated. 

Theorem: Let M be a (connected, smooth, Hausdorff) 
simply connected space-time manifold with smooth Lorentz 
metricgsuch that dim Ap * is the same for eachpeM. Then if 
5 is a smooth, affine vector field on some connected, open 
subset U of M it may be extended to a global, smooth, affine 
vector field on M. 

Proof: One may prove the theorem by first using Eq. 
(17) and the above discussion to modify Nomizu's tech­
nique of prolongation. The details follow those given by No­
mizu fairly closely and need not be repeated. They can be 
found in Ref. 13. An alternative proof has been given 17 

which starts by choosing an open covering {Ua } of M con­
sisting of all special coordinate neighborhoods of M. Each 
Ua carries an m-dimensional Lie algebra of affine vector 
fields, where m = dim A p *, which is completely determined 
by the values of these vector fields and their first covariant 
derivatives at any point of Ua • Roughly speaking, one builds 
the union U U ~ (where U ~ denotes a choice of m indepen­
dent members of this Lie algebra, labeled by p, on Ua ) for all 
possible choices of a and p. By a process of identification 
and choice of (connected) component, the latter depending 
on the original given local vector field 5, this set gives rise to a 
connected manifold M' that is a covering space of M, 1T: 
M' -> M and admits a Lorentz metric 1T*g and m global affine 
vector fields. Since M is simply connected, 1T is an isometry 
M' -> M and thus M admits m global affine vector fields, one 
of which, in fact, extends the original, local affine vector field 

S· 
This result in no way depends on the dimension of M or 

the signature of g. As stated here, it applies to affine vector 
fields but it can be shown to apply equally well to homothe­
tic, Killing, and conformal Killing vector fields. 17 It may 
also be used to establish a result mentioned without proof 
towards the end of Sec. V, namely, that if a simply connected 
two-dimensional manifold admits two independent, global 
Killing vector fields then a third, global Killing vector field 
is admitted. The existence of a third local Killing vector field 
in some neighborhood of each point of the manifold is, of 
course, well-known and so one immediately sees that the 
dimension of the vector space of germs of Killing vector 
fields associated with any peM is equal to 3. The theorem 
(applied in the case of Killing vector fields) then provides 
the third, independent global Killing vector field on the 
manifold. 

VIII. EXAMPLES AND CONCLUSIONS 

This paper has attempted to present a complete discus­
sion of the existence of affine collineations in (simply con­
nected) space-times. The results indicate that they are of 
limited use in general relativity because of the restrictions 
their existence imposes on the space-time manifold. How­
ever, a number of standard examples admit groups or local 
groups of affine collineations and some of these can now be 
briefly discussed. 

The Einstein static universe: Here the manifold is R X S 3 

and is thus simply connected. A local form of the metric is 

d~ = - dt 2 + dr + sin2 r(d0 2 + sin2 Od¢2). (18) 
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This space-time admits seven global Killing vector fields one 
of which may be taken timelike, covariantly constant, and 
equal to a I at when restricted to any of the above charts. The 
other six may be assumed to lie in the complete, spacelike 
submanifolds of constant positive curvature orthogonal to 
the above Killing vector [( 1 + 3) spacelike case]. The 
space-time is complete and so a seven-dimensional (transi­
tive) Lie group of isometries arises. The results of Sec. IV 
show that an eight-dimensional (transitive) Lie group of 
affine transformations arises whose independent, proper af­
fine members (in the sense described earlier) may be as­
sumed generated by the global, proper affine vector field 
represented by tea lat) in each of the above charts. This 
space-time admits no global, proper homothetic vector fields 
(or even local ones) as follows from the results of Sec. IV, 
the homogeneity of the space-time, and the results of Sec. 
VII. 17 

The Godel universe: Here the manifold is R4 and is thus 
simply connected. The metric in a global chart is 

ds2 = - dt 2 + dx2 + d:r - !e2PCUX dr - 2ePcux dt dy, 
(19) 

where (U is a positive constant. This manifold admits five 
global Killing vector fields and being complete, a five-di­
mensional transitive Lie group of isometries. The global vec­
tor field (a I az) is spacelike and covariantly constant and the 
1 + 3 timelike case results. The results of Sec. IV show that 
there exists a six-dimensional transitive Lie group of affine 
transformations and z (a I az) is a global, proper affine vector 
field. It can be shown that no local or global homothetic 
vector fields are admitted. 

Another example of the 1 + 3 timelike case is the mani­
fold R4 together with the global metric 

d~ = eUX du dv + dx2 + dr. (20) 

This metric was given in Ref. 18 and discussed further in 
Ref. 15. Here a lay is a global, covariantly constant spacelike 
vector field and there are two global independent Killing 
vector fields that may be taken as a lay and a I avo In this case, 
however, there is a global, proper homothetic vector field 
given by 

a a a a 
3v--u-+x-+y-. 

av au ax ay 
The three vector fields given above together with the global, 
proper affine vector field y(a lay) are all complete vector 
fields and so by Palais' theorem one has a four-dimensional 
(nontransitive) Lie group of affine transformations. 

The Bertotti-Robinson metric provides an example of 
the 2 + 2 case, but since such a space-time is the metric prod­
uct of two two-dimensional spaces of constant curvature, 
inclusion in the present 2 + 2 case would require both curva­
ture constants to be nonzero. As a result neither of the two­
dimensional manifolds can admit a homothety and from the 
results of Sec. V one sees that no global, proper homothetic 
and hence no global, proper affine vector fields occur in this 
case. Nevertheless, examples of the 2 + 2 case admitting glo­
bal, proper affine vector fields can be constructed. 

Of those metrics admitting covariantly constant, global 
null vector fields the generalized plane waves provide exam-
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pIes where the manifold is R4 (hence simply connected) and 
the space-time complete. They admit a Lie group of isome­
tries of dimension 5 or 6 (respectively, 6 or 7) in the type N 
(respectively, type 0) case. A global, proper homothetic vec­
tor field is always admitted1s

•
19 as is the global, proper affine 

vector field given at the end of Sec. V. Thus there is a Lie 
group of affine transformations of dimension 7 or 8 (respec­
tively, 8 or 9) in the type N (respectively, type 0) case. They 
may be intrasitive (of dimension 7 or 8) or transitive (of 
dimension 8 or 9). Thus, again, the maximum dimension 9 is 
achieved (see the end of Sec. IV). 

As a final remark, the scarcity of proper affine collinea­
tions can be made precise in a topological sense using a Whit­
ney topology argument. It is discussed in Ref. 5 and is based 
on a theorem in Ref. 20. 
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It had been proved earlier that spherically symmetric, static space-times have ten, seven, six. or 
four independent Killing vectors (KV's), but there are no cases in between. The case of six 
KV's is investigated here. It is shown that the space-time corresponds to a hyperboloid cross a 
sphere, reminiscent of Kaluza-Klein theory, with a compactification from four down to two 
dimensions. In effect, there is a unique metric for this space-time corresponding to a uniform 
mass distribution over all space. 

I. INTRODUCTION 

Since Einstein presented his field equations there has 
been much work done on the classification of space-times 
according to their symmetries. In fact there is a complete 
classification of Einstein spaces, I and a great deal is known 
about exact solutions of the Einstein field equations for given 
stress-energy tensors.2 In the first case one is limited to 
stress-energy tensors proportional to the metric tensor, 
while in the latter case many other stress-energy tensors are 
considered. An alternate approach would be to require a 
given space-time symmetry for arbitrary stress-energy ten­
sors possessing the required symmetry. While following the 
spirit of Petrov's work on Einstein spaces, it allows for all 
stress-energy tensors as occur in the "exact solutions" ap­
proach. This approach was adopted for static spherically 
symmetric space-times.3 Later it was noticed that more 
spherically symmetric space-times were possible.4 

It was found4 that the most general static spherically 
symmetric space-times admit ten, seven, six, or four Killing 
vectors (KV's). If there are ten KV's, the metric is either 
de Sitter, Minkowski, or anti-de Sitter. If there are seven 
KV's, the metric is either Einstein or anti-Einstein. In the 
case of four KV's (e.g., for Schwarzschild or Reissner­
Nordstrom metrics), there is no further restriction on the 
metric. The six KV's occur with a metric of the form given by 
the equation 

d~ = ev(r) dt 2 - e"(rl d,z _ a2(d() 2 + sin2() d(p) , (1) 

satisfying the differential constraint involving an arbitrary 
constant a, 

!(v'e- V2 )' = _ ae- v + V2 (a~O). (2) 

In this paper we investigate the properties of the space­
time with six KV's. It appeared as if Eq. (1), along with the 
differential constraint given by Eq. (2), represents a class of 
metrics. As we show, it represents a unique metric with the 
radial coordinate transformed arbitrarily. (This includes the 
Bertotti-Robinson metric. 2

) 

II. DISCUSSION 

The reason why the metric given by Eq. (1) appeared to 
represent a class of space-times was that there were two arbi­
trary functions related by one second-order differential con-

a) Also, Center of Basic Sciences, UGC, H-9, Islamabad, Pakistan. 
b) Also, Department of Mathematics, Government Postgraduate College, 

Asghar Mall, Rawalpindi, Pakistan. 

straint. However, our choice of the radial coordinate is now 
arbitrary, as the coefficient of the "solid angle element" is a2

, 

instead of,z in the usual spherically symmetric metric. We 
are at liberty, therefore, to define a new "radial" coordinate 
xby 

dx = e"(r)/2 dr. (3) 

Since there is only a simple integration involved, x is well 
defined by Eq. (3). In these coordinates Eq. (1) becomes 

d~ = ev(x) dt 2 - dx2 - a2(d() 2 + sin2() dt/?), (4) 

and correspondingly Eq. (2) reduces to 

y" = - 2ae- v• (5) 

Taking logarithms and differentiating Eq. (5) with respect 
tox gives 

y'" = - y'y" = - H (y,)2],. 

Integrating Eq. (6) twice we get 

eV = cos2 (A + ,[cix) (a> 0), 
eV=~+Bx (a=O), 

eV=cosh2(A+~-ax) (a<O), 

where A and B are arbitrary constants. 

(6) 

(7) 
(8) 
(9) 

We see that in each of the case a~O, Eq. (1), along with 
Eq. (7), (8), or (9), respectively, represents a unique met­
ric. In these cases the six KV's for a~O, respectively, are 

K= [Co - y'(x) (CI cosh,[cit+ c2 sinh,[cit)]i. 
- 2,[ci at 

+ (CI sinh,[cit + C2 cosh,[cit)~ ax 

+ (C3 cos t/J + C4 sin t/J)~ a() 

+ [cot ()( - C3 sin t/J + C4 cos t/J) + C5 ] ~, 
(10) 

K [c B(C C t
2

) C2 -V(X)] a = 0-- It+ 2- +-e -
- 2 2 B at 

+ (CI + C2t)~ + (C3 cos t/J + C4 sin t/J)~ ax a() 

+ [cot ()( - C3 sin t/J + C4 cos t/J) + C5]~' 
at/J 

(11) 

2473 J. Math. Phys. 29 (11), November 1988 0022-2488/88/112473-02$02.50 @ 1988 American Institute of Physics 2473 



                                                                                                                                    

K = [Co - v' (x) (Ct sin rat - C2 cos rat)]!.­- 2ra at 

+ (Ct cos rat + C2 sin rat)~ ax 

+ (C3 cos ¢ + C4 sin ¢) :8 

+ [cot 8( - C3 sin ¢ + C4 cos ¢) + Cs] ~ . 
(12) 

The three KV's corresponding to the parameters C3 , C4 , and 
Cs satisfy an SO(3) Lie algebra, while the other three KV's 
(corresponding to Co, Ct, and C2 ) satisfy an SO( 1,2) Lie 
algebra. Thus the symmetry of the space-time has the local 
structure ofSO(3) ® S0(1,2). The SO(3) acts on a space­
likeS 2 (a sphere of radius a), while the S0(1,2) is the equiv­
alent of the de Sitter symmetry for one time and one space 
dimension on a hyperboloid. 

So far we have not used the Einstein field equations at 
all. It is not generally regarded as very meaningful to take a 
metric, insert it into the field equations, and obtain a stress­
energy tensor, and hence the matter-energy distribution in 
the space-time. However, it is useful for our purposes to do 
so. 

The Ricci tensor corresponding to the metric given by 
Eq. (1) is 

R g = (ev/2)(v" + v,2/2) = R:' 

R ~ = - 1/a2 = R L R ~ = 0 (114 v). 
(13) 

Thus the stress-energy tensor is diagonal and is given by 

Tg = r: = 1/Ka2, n = n = lal/4K (a#O), (14) 

Tg = T: = 1/Ka2, n = T~ = - B2/4K (a = 0). 
(15) 

Thus the mass density in the space-time is constant. 
For completeness we give the geodesics in this space­

time for a = 0: 

8 = cos-t[80 cos(¢ - ¢o)], 

x = Xo + B -tln [l + B2(t - to)2/4] , 
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(16) 

(17) 

where ¢o, 80 , xo, and to are the constants giving the specific 
geodesic. In the cases a~O we get integrals for the equation 
relating x and t: 

and 

f ksec2(rax +A)dx 
t- to= 

Jk2 sec2(rax +A) - 1 

t-to=f ksech
2
(.J=(ix+A)dx 

Jk2 sech2(~ - ax +A) - 1 

(18) 

(19) 

It is interesting to note that the space-time is like the 
compactified Kaluza-Klein space-times, S except that here 
we have compactification from four down to two space-time 
dimensions. Presumably an analog of this compactification 
from ten down to four could be of interest in superstring 
theory.6 It is also interesting to note that for a = 0 and B < 0 
there is a finite total mass, 

(20) 

Hence in some sense it corresponds to a finite "universe," 
since the volume element decreases as x increases. 
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The Birkhoff theorem for spherically symmetric vacuum solutions and the Taub theorem for 
plane-symmetric vacuum solutions are both generalized to vacuum solutions with conformal 
symmetries, i.e., it is proved in this paper that any conformally spherically (resp. plane-) 
symmetric vacuum solution to Einstein equations must be the Schwarzschild (resp. either 
Tauh-Kasner or fiat) solution. 

I. INTRODUCTION 

Two theorems concerning symmetric vacuum solutions 
to Einstein equations are well known: The Birkhofftheorem 
states that any spherically symmetric vacuum solution must 
be the Schwarzschild solution (including the fiat solution as 
a special case), while the Taub theorem 1.2 states that any 
plane-symmetric vacuum solution must be either the solu­
tion represented by 

dS 2= ±Z-1/2( -dt 2+dr) +z(dx2+dr) (1) 

or the fiat solution. Metric ( 1) with the plus sign is referred 
to as the Taub solution while that with the minus sign is 
referred to as the Kasner solution.3 We will refer to (1) as 
the Tauh-Kasner solution in this paper. 

A question of interest is as follows: can these two theo­
rems be generalized to vacuum solutions with conformal 
symmetries, i.e., is it true that any vacuum solution confor­
mal to a spherically (resp. plane-) symmetric metric have to 
be Schwarzschild (resp. Tauh-Kasner or fiat)? 

The issue of conformal mapping between two Einstein 
spaces was first investigated by Brinkmann.4 A space-time is 
said to be an Einstein space if 

Rab = Rgab/n, 

where gab and Rab are the metric and Ricci tensor, respec­
tively, R =~bRab and n the dimension of the space-time. A 
metric satisfying this condition is referred to as an Einstein 
metric. Vacuum spaces are obviously Einstein spaces. A 
main result of Brinkmann is that if two vacuum solutions are 
conformal to each other, the conformal factor must be a 
constant unless both of them are pp-wave metrics. sOur 
problem involves a vacuum solution gab and a conformally 
related spherically (resp. plane-) symmetric metric gab (i.e., 
gab = n,2gab for some smooth, nowhere vanishing function 
n,). If gab is also a vacuum solution, then Brinkmann's result 
together with the Birkhoff (resp. Taub) theorem immedi­
ately requires that gab be Schwarzschild (resp. Tauh­
Kasner or fiat). However, there exist plenty of spherically 
(resp. plane-) symmetric metrics gab that are not vacuum 
solutions (not even Einstein metrics). Thus the following 
question still remains to be answered: Does a vacuum solu-

tiOngab conformal to a spherically (resp. plane-) symmetric 
non-Einstein metric gab have to be Schwarzschild (resp. 
Tauh-Kasner or fiat)? The main purpose of the present pa­
per is to prove an affirmative answer to this question. 

By virtue of the fact that any two-dimensional metric is 
locally conformally fiat, all spherically (plane-) symmetric 
metrics can be written in the forms 

dSi = n,2(t,r)[H(t,r)( - dt 2 + dr) + dfJ 2 +sin2 fJdt/i] 

=n,2(t,r)dS~s 

for spherically symmetric metrics, and 

dS~ = n,2(t,Z) [H(t,z)( - dt 2 + dr) + dx2 + dr] 

=n,2(t,z)dS~p 

for plane-symmetric metrics. Since the metrics dS ~s and 
dS~p (referred to as the "H-type metrics" hereafter) are 
much simpler than dSi and dS~, and since we are con­
cerned only with conformal symmetries, we prefer to deal 
with dS~s and dS~p instead of dSi and dS~. The metrics 
dS~s and dS~p can be taken as two extreme cases (t = I 
and t = 0) of the following metric: 

dS~ = H(t,r)( - dt 2 + dr) + dfJ 2 

+ (1- tcos2 fJ)d¢i (t a const, O<t<l), 

which can alternatively be expressed as 

dS~ = (l - t)[H(t,r)( - dt 2 + dr) + dfJ 2 + d~2] 

+ t [H(t,r)( - dt 2 + dr) 

+ dfJ 2 + sin2 
{} d~2] = (1 - t)dS~p + tdS~s, 

and it is also interesting to ask whether there is any Ricci-fiat 
solution conformal to dS~ with t :;60,1. A negative answer 
will be given in Sec. III. 

II. GENERAL II-TYPE METRICS 

Given an H-type metric dS ~ with te [0,1], we want to 
know if there is any function n,(t,r,{},~) such that d'S2 
= n,2 dS~ is Ricci-fiat. The nonvanishing Christoffel sym-
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boIs and the Ricci tensor components of dS ~ are 

r' - rr - r t -J... alnlHI 
rr- tt- rt- 2 ar ' 

rt = rt = r' =J... alnlHI 
rr tt rt 2 at ' 

r~~ = ~ sin tI cos tI /(1 - ~ cos2 tI), 

r~ = - ~ sin tI cos tI; 

R = -R =J...(a
2
InIHI- a

2
lnlHI) 

rr tt 2 at 2 ar' 

R"}{J = 1 + (~-1)(1-~cos2t1)-2, 

R# = (1-~cos2t1) + (~-1)(1-~cos2t1)-I. 

It will be proved in the Appendix that (a) any nonflat 
H-type metric dS ~ with ~ =/:1 is not an Einstein metric; and 
(b) any H-type metric with ~ = 1 is not an Einstein metric if 
it is to be conformal to a vacuum solution. Thus all dS ~ 
dealt with in this paper are not Einstein metrics and the 
answer to our question is beyond the scope of Brinkmann's 
results. 

Using the relation between the Ricci tensors of two con­
formally related metrics6 one has 

O-IR/lv + 2(O-I);/lv - \fIg/lV = 0, (2) 

where 

(3) 

Formula (2) represents ten equations restricting the un­
known function 0, 

a 2o-1 a 2o- 1 a 2o-1 a 2o- 1 
--=--=--=--=0, 
aratl ara~ ata!? ata~ 

(4) 

a2o- 1 • ao- I 

---~slDtlcostl(I-~cos2t1)-I--=0, (5) 
a!?a~ a~ 

a2n - 1 
_~_' _ rr (0- 1 ) _ rt (0- 1) = ° ar at rt .r rt ,t, 

O-IRrr + 2(0-1);rr - \fIH = 0, 

O-IRtt + 2(0-1);tt + \fIH = 0, 

O-IR.UJ + 2(0-1);.1,'J - \fI = 0, 

O-IR# + 2(0- 1);# - \fI(1 - ~ cos2 tI) = 0. 

It follows directly from Eqs. (4) that 

0- 1 =L(t,r) +S(tI,~), 

(6) 

(7) 

(8) 

(9) 

(10) 

where Land S are arbitrary functions of the arguments 
shown. 

Introducing coordinates u = t - r, v = t + r, it follows 
from Eqs. (6 )-( 8) that 

a 2L_alnlHI aL=o, a
2
L_alnlHI aL=o, 

au2 au au av2 av av 
which can be integrated to yield 

H=A(V) aL =f,L(u) aL , (11) 
au av 

where A(V) and f,L(u) are arbitrary functions of their own 
arguments. Introducing new coordinates (u* ,v*) and 
(t * ,r*) such that 

2476 J. Math. Phys., Vol. 29, No. 11, November 1988 

du* f..l(u) dv* A(V) 
Tu=-2-' dv=-2-' 

t * = (v* + u*)/2, r* = (v* - u*)/2, 

one obtains 

aL aL 
--=-, 
au* av* 

hence 

or 

aL =0 
ar* ' 

L = L(t*). 

Equation (11) then yields 

dL du* dv* 
H=---. 

dt* du dv 
The preceding argument shows that there always exists a 
coordinate system (t * ,r* ,tI,~) in which the Ricci-flat metric 
conformal to an H-type metric can be expressed as 

iS 2 =02[ dL (-dt*2+dr*2) +dtl2 
dt* 

+ (1 - ~ cos2 tI)d~2] 
and henceH(u*,v*) = dL/dt*. From now on we will stick 
to this coordinate system and drop the asterisks. 

Equation (5) can be integrated to give 

S(tI,~) =f(~)(1-~cos2t1)1/2+h(tI), (12) 

wheref(~) and h(tI) are arbitrary functions of their own 
arguments. This, together with Eqs. (9) and (10), gives 

PI(tI) -f"(~) -f(~)P2(tI) =0, 

where 

PI (tI) =h H (tI)( I - ~ cos2 tI) 1/2 

(13) 

- h ' (tI)~ sin tI cos tI(1 - ~ cos2 tI) -1/2, 

P2 (tI) = -~[1-2sin2t1/(1-~cos2t1)]. (14) 

We now have to discuss the cases ~E (0,1), ~ = 0, and ~ = 1 
separately. 

III. H-TYPE METRICS WITH ~E(O, 1) 

Differentiating ( 13) with respect to tI and ~, respective­
ly, one gets 

1'(~)P2 (tI) = 0, 

which implies that either P 2 ( tI) = ° or I' (~) = 0. The first 
choice is, however, unacceptable since, on account of Eq. 
( 14), it is true only for some fixed values of tI when ~ =/: 0, 1; 
thus one hasl' (~) = 0. On the other hand, Eqs. (8) and (9) 
yield 

L(t)A(tI) + S(tI,~)B(t) + Q(t) + P(tI,~) = 0, (15) 

where 

A(tI)=(~-1)(1-~cos2t1)-2, B(t)=1 +RttH- I, 

Q(t) =L(t)B(t) + 2L;ttH -I, (16) 

P(tI,~) =S(tI)A(tI) + 2 a
2
s . 

atl 2 
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Differentiation of (15) with respect to {} and t, respectively, 
yields 

dL dA + dB dS = O. 
dt d{} dt d{} 

Since dL / dt = H =1= 0, and dA / d{} =1= 0 for t =1= 0,1, one 
has dS /d{} =1=0 and hence 

dA (dS)-1 = dB (dL)-1 = const, 
d{) d{} dt dt 

but dA / d{} and dS / d{} can be calculated, respectively, from 
(16) and (12) (withfa constant) and the ratio of them is 
not a constant, showing that the choice f' ( </J) = 0 is also 
unacceptable. Therefore we conclude that there exists no 
Ricci-flat metric conformal to an H-type metric with t =1= 0,1. 

IV. H·TYPE METRICS WITH ~=1 and ~=O 

An H-type metric with t = 1 (resp. t = 0) is a spheri­
cally (resp. plane- ) symmetric one. In these two cases P2 = t 
and 

P I ({}) = h "({})(1 - tcos2 {})1/2 - h '({})tcos {}; 

thus Eq. (13) becomes 

h "({})(1 - tcos2 {})1/2 - h '({})tcos {} 

-f"(</J) -tf(</J) =0, 

implying 

h "( {})( 1 - t cos2 {}) 1/2 - h '({})t cos {} = p (const), 
(17) 

which in tum gives 

(A) for t= 1, h({}) = -p sin {} +bcos{} +a, 

a,b const, 

hence 

and 

S({},</J) = [f(</J) - p ] sin {} + b cos {} + a, 

a2s 
--= -S+a' alP , 
( B) for t = 0, h" ( {}) = a, 

(18) 

and hence 

a2s 
--2 = a. (18') 
a{} 

Expressions ( 18) and (18') can be written in a unified form, 

a2s 
a{}2=-tS+a. (18") 

Equations (15) and (16) then lead to 

S(RtlH- 1 - t) + L(RttH- 1 + t) + 2a + 2L;ttH-1 = O. 
( 15') 

To make further discussion using this equation we note 
that for each case (t = 1 or t = 0) one has to distinguish 
three subcases characterized by the quantity R t,H I, and it 
can be shown that this quantity is invariant under coordinate 
transformations involving t and r, hence the division into 
these subcases is coordinate independent. 

Subcase (I): RttH -I = t everywhere. 
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It is easily checked thatthe Weyl tensor of dS t vanishes 
in this subcase, i~plying that dS ~ and hence dS 2 are confor­
mally flat. But dS 2 is Ricci-flat as well, and therefore it must 
be flat. [In the case of t = 0, the conformal flatness of dS 2 

can easily be seen without recourse to the Weyl tensor: since 
2Rtt = - a 2lniH I/au av,Rtt OimpliesH = P(u)Q(v), 
where P( u) and Q( v) are arbitrary functions. Therefore 
d~t = - P(u)Q(v)du dv + d{}2 + d</J2 is flat and hence 
dS 2 is conformally flat. ] 

Subcase (2): RttH -I =l=t everywhere. 
In this subcase Eq. (15') leads to S = const, and hence 

can be absorbed into L(t) to give 0- 1 = L(t). The un­
known function 0 is originally restricted by ten equations: 
( 4 )-( 10). Equations (4) are fulfilled by setting 
0- 1 = L(t,r) + S({},</J) , Eq. (5) is satisfied by writing Sin 
form ( 12) (including S = 0), Eq. (6) is satisfied by setting 
L = L (t), H = dL / dt, and Eq. (9) is equivalentto (10) for 
S = O. What is left then is three equations-(7)-(9) con­
taining qt. It follows by direct calculation from (3) that 

'11= _ .2...(dL)2 +...!.. d
2
L , (19) 

LH dt H dt 2 

hence Eq. (9) becomes 

L d
2
L 3(dL)2 _ tL 2 dL = O. 

dt 2 dt dt 

Introducing a new function 

F - L -2 dL _ - dO - dt - ---;It , 
one has 

dS 2 = -F- I d02 +Fdr 

+ 02[d0 2 + (l - t cos2 O)d</J2] , 

and Eq. (9') is equivalent to 

dF F+t 
dO= -n-' 

which can be integrated to yield 

F= - t + aO-I, a const. 

(9') 

(20) 

It is straightforward to check that (20) also satisfies Eqs. 
( 7) and (8), and consequently is the general solution to the 

A 

ten original equations. The metric dS 2 now can be expressed 
as follows. 

(A) t= 1: 
A 

ds 2 = (1 - a/O) -I d02 - (1 - a/O)dr 

+ 02(d0 2 + sin2 o d</J2) , 

which can be written in the standard Schwarzschild form by 
setting T = rand R = 0: 

dS 2= - (l-a/R)dT2+ (l-a/R)-ldR 2 

+ R 2(d{) 2 + sin2 0 d</J2). 

(B) t= 0: 

dS 2 = _ a-lO d02 + aO- 1 dr + 02(d0 2 + d</J2). 

There are still two sub-subcases to be distinguished. 
(a) a>O: setting TI/2 = (4a)- 1/30, Z = (a/2)1/3r, 

X= (4a)1/3{), Y= (4a)1/3</J, one obtains 
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iS2 = T- I12 ( _ dT2 + dZ 2) + T(dX 2 + dy2), 

which is the Kasner metric. 
(b) a <0: setting Z 1/2 = ( - 4a) - 1/3n, T = ( - al 

2)1/3r,X= (-4a) 1/311, Y= (-4a)1/3tP,oneobtains 

iS2 = Z -1/2( _ dT2 + dZ 2) + Z(dX 2 + dy2), 

which is the Taub metric. 
Subcase (3): RttB 1= t somewhere while 

R ttB - I =1= t elsewhere. 
Let p be a point where RuB I =l=t. The required 

smoothness of the metric ensures that there exists a neigh­
borhood U of p such that RttH -I =l=t in U. Thus dS ~ is 
Schwarzschild (or TaulrKasner) in U. The smoothness of 
the metric then requires that dS ~ be Schwarzschild with the 
same mass (or TaulrKasner) everywhere. 

Combining the results of subcases (1 )-( 3) we arrive at 
the following theorem. 

Theorem: Any conformally spherically (resp. plane-) 
symmetric solution to the vacuum Einstein equations must 
be the Schwarzschild (resp. either TaulrKasner or flat) 
metric. 

A direct corollary of this theorem is that any vacuum 
solution gab conformal to the Schwarzschild (resp. Taulr 
Kasner) solution gab must be the Schwarzschild (resp. 
TaulrKasner) solution, in accordance with Brinkmann's 
theorems, which applied to this case imply that the confor­
mal factor must be a constant and hence gab Schwarzschild 
(or TaulrKasner). 

As a final remark, we note that once the result n- I 

= L(t) is obtained, it follows that iS2 is spherically (resp. 
plane-) symmetric and hence, by virtue of the Birkhoff 
(resp. Taub) theorem, must be the Schwarzschild (resp. 
TaulrKasner or flat) solution. We prefer, however, to prove 
this conclusion along the line of the present paper for com­
pleteness and for offering a somehow different (conformal 
transformation based) proof of these two theorems. 
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APPENDIX: PROOF OF TWO ASSERTIONS 

We now prove the following assertions. 
(a) Any nonflat H-type metric dS~ with t =1= I is not an 

Einstein metric. 
(b) Any H-type metric with t = I is not an Einstein 

metric if it is conformal to a vacuum solution. 
Since the components of the Ricci tensor and the metric 

tensor of dS ~ satisfy 
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Rrr = R tt =_1_(a2In~HI_ a2
1nIBI), 

grr gIl 2H at a,z 

R{uJ R# <t - 1) --=--=1+ , 
goo g¢>¢> (1 - t cos2 11)2 

dS ~ is an Einstein metric if and only if 

1+ (t-l) =_1 (a
2
InIHI_a

2
lnIHI)=K' 

(1 - t cos2 11)2 2H at 2 a,z 
(AI) 

where K is a constant. 1ft =1= 1, then K =1= 1 and (A 1) leads to 

(1 - t cos2 11)2 = (t - l)/(K - I), 

which in turn implies a contradiction cos 11 = const unless 
t = O. In the case t = 0, Eq. (AI) yields 

a2
lnlHI_ a2

lniHI =0 
at 2 a,z , 

which implies that dS ~p is flat. 
We now take up the case t = 1. Suppose dS ~s is confor­

mal to a vacuum solution is 2, 

iS2 = n2 dS~s, 
then, as shown in the text, in a suitable coordinate system we 
have L = L (t) and H = dL I dt. If dS ~s is an Einstein met­
ric, then Eq. (AI) holds and it reduces to 

d 2lnidL Idt I = 2 dL 
dt 2 dt ' 

hence 

d
2
L = 2LdL +A dL A const, 

dt 2 dt dt ' 
(A2) 

and 

dL = L 2 + AL + B B const. 
dt ' 

(A3) 

Since 

-=--= 

Eq. (9') in the text holds and takes the form 

L d
2
L _ 3(dL)2 _L2 dL =0. (A4) 

dt 2 dt dt 
Substitution of Eqs. (A2) and (A3) into (A4) then yields 
L = const, a contradiction. 
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Solutions of Einstein's equations relevant to the description of "bubbles" 
in the early universe 
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A new class of spherically symmetric solutions of the Einstein field equations is presented. 
~~eir main featur~s ~re !hat (i) the azimuthal metric coefficient depends on time only, and 
(11) t~ey ~ossess slmilanty symmetry. The physical motivation for the study of such a class of 
solutions IS that according to recent investigations [R. N. Henriksen, A. G. Emslie, and P. S. 
Wesson, Phys. Rev. D 27, 1219 (1983); P. S. Wesson, Phys. Rev. D 34,3925 (1986)], they 
can be relevant to "bubbles" of new phases, in phase transitions typical of inflationary universe 
models. The solutions have shear, are inhomogeneous, and may be interpreted as "mixtures" of 
perfect fluids. They have some adjustable parameters which can be used to assure the 
fulfillment of the energy conditions. There are two different types of solutions. One of them has 
similarity symmetry of the first kind and negative total pressure. These models can be used in a 
class~cal desc~p~io~ of particle production phases in the early universe. The other type of 
solution has slmdanty of the second kind, i.e., it represents models with dimensional 
constraints. Ex~licit soluti~ns representing mixtures of fluids with equations of state p = np 
and p = p of thiS type are given. They may be useful for cosmological models in closed 
universes. The dimensional constraints are found to be due to the "boundary conditions" in 
such universes. The specific characteristics of both types of solutions suggest that a transition 
from a particle-production phase to a radiation-dominated era can be described by means of 
bubbles of a "broken-symmetry" phase with positive pressure growing into a region of 
"unbroken-symmetry" phase with negative pressure. 

I. INTRODUCTION 

In recent years there has been considerable interest in 
cosmological models capable of describing both the particle 
creation in the early universe, predicted by some quantum 
field theories, 1 and the phase transitions typical of inflation­
ary universe models.2•3 In this paper I present a class of exact 
solutions of the Einstein field equations relevant to the parti­
cle creation as well as to the description of phase changes. 

Before discussing the specific details of the solutions I 
would first like to summarize briefly some previous results in 
the literature that motivate this work. 

Some time ago Henriksen, Emslie, and Wesson4 found a 
class of solutions of the Einstein field equations with non­
vanishing cosmological constant that describes the outward 
motion of a spherical disturbance in an asymptotically ho­
mogeneous and isotropic universe. Their solutions possess 
similarity symmetry of the second kind and have the remark­
able features that (a) the matter pressure is negative, (b) the 
disturbance grows in an exponentially expanding universe, 
and (c) the metric in the region of the disturbance reduces to 
one belonging to the Kantowski-Sachs5 class of cosmologi­
cal models. The first feature means that the solutions can 
describe particle creation in the early history of the universe. 
The other two features are of particular relevance to the 
present work, since they suggest that the "bubbles" associat­
ed with the phase transitions of inflationary models can be 
described by solutions of the Einstein field equations, which 
are of the "Kantowski-Sachs type." 

a) Permanent address: Apartado 2816. Caracas lOlO-A. Venezuela. 

In a recent paper Wesson6 showed that the equations 
describing the above-mentioned disturbance have the fea­
ture that they generate (besides the solution by Henriksen, 
Emslie, and Wesson) a new class of solutions that (a) also 
have similarity symmetry but of the first kind, and (b) repre­
sent an extension of the Kantowski-Sachs models to the case 
of finite negative pressure. He pointed out that such proper­
ties of the solutions may be exploited to describe phase tran­
sitions involving the disappearance of the cosmological con­
stant. In this way, this new class of solutions gives some 
additional stimulus to the viewpoint that such solutions of 
the Kantowski-Sachs type can be relevant to phase changes. 

Motivated by the above discussion I study here, in some 
detail, the class of perfect-fluid solutions of the Einstein field 
equations, which (i) as in the Kantowski-Sachs models, 
have an azimuthal metric coefficient that depends on time 
only, and (ii) possess similarity symmetry. It should be not­
ed that neither the kind of symmetry nor the equation of 
state is a priori restricted to having some specific form. My 
primary interest in this work is to obtain the exact analytic 
form as well as the general properties of the models. We will 
see that the conditions (i) and (ii) lead to two types of shear­
anisotropic solutions, and that each of them has different 
physical and mathematical properties. Both types of solu­
tions depend on certain constants, which can be chosen in 
such a way as to satisfy the usual conditions imposed upon 
the energy-momentum tensor, viz., the "weak," "domi­
nant," and "strong" energy conditions.7 Solutions of one of 
the types continually expand and have negative pressure; so 
they can be used to describe particle-creation phases in the 
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early universe. This type of model has homothetic symmetry 
and generalizes a family of solutions recently discussed by 
Wesson.6 The other type contains similarity solutions with 
positive pressure. They have the interesting property that, 
contrary to what happens in the homothetic case,8-12 the 
dimensionless quantities in the theory are not scale-free, but 
they depend on a dimensional parameter. As a consequence 
of the dimensional constraints the simple symmetry under 
the "scaling" group is broken, and the solutions of this type 
admit a homothetic Killing vector in the hypersurfaces 
t = const only. The solutions can be useful for cosmological 
models in closed universes because the additional dimen­
sional parameter may be related to the existence of "bound­
aries" in such universes. 

I will show that the models can be interpreted as mix­
tures of perfect fluids. We will also discuss the possibility of 
transitions from an "unbroken-symmetry" phase (i.e., with 
homothetic symmetry) to a "broken-symmetry" phase (i.e., 
with partial homothetic symmetry only). The paper is orga­
nized as follows. The model as well as the conventions used 
are described in Sec. II. In Sec. III we obtain the general 
solutions and display some particular cases. In Sec. IV the 
"multifluid" interpretation ofthe solutions is given. Section 
V is a summary and discussion. 

II. THE MODEL 

The assumption of spherical symmetry implies that 
there are coordinates (t,r,e,,p) in which the line element 
takes the form 

ds- = e2ev(r,t) dt 2 - e"(r.l) d~ - R 2(r,t)dD? , 

where 

do.2 = de 2 + sin2 e d,p2 , 

(1) 

e is the velocity of light, and v, A, and R are, in general, 
arbitrary functions of rand t. 

As is known, the Kantowski-Sachs metric is obtained 
from Eq. (1) by assuming that the space-time admits, be­
sides the three Killing vectors related to the spherical sym­
metry, an additional Killing vector along the r direction. 
This assumption requires that v' = A ' = R ' = O. Then re­
scaling the time and denoting the coefficients of dr and dO. 
by X 2 (t) and y2 (t), respectively, the Kantowski-Sachs met­
ric takes the form 

ds- = e2 dt 2 - X2(t)d~ - y2(t)do.2, (2) 

from which it follows that 

L gpv = 0, 
sr.) 

for 5~4) = constX8{ . 

(3) 

An interesting property of the metric (2) is that the 
azimuthal metric coefficient Y depends on t only. As dis­
cussed in Sec. I, this property of the Kantowski-Sachs mod­
els may be relevant to the description of phase transitions. 
Thus the metrics we consider are of the following form: 

ds- = e2ev (r,l) dt 2 - e"(r,t) d~ - R 2 (t)do.2 . (4) 

It is obvious that these metrics differ from that of Kan­
towski-Sachs in that they do not admit the spacelike Killing 
vector given by Eq. (3). 
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I shall further assume that the coordinate system in Eq. 
(4) is comoving with the matter. This means that 
TO 1 = T 10 = O. Then it follows from the Einstein field equa­
tions that v is a function of t only. Redefining the time tone 
can put v = 0, and the remaining field equations for a perfect 
fluid reduce to 

8trGp = _1_ {I + (i~. 2 + ARR) } , (5) 
e4 R2 e2 

8trGp = __ 1_ {I + (R 2 + 2RR) } , (6) 
e4 R2 e2 

8trGp = __ 1 _ {ARR + AR 2 + A 2 R 2 + RR } , 
e4 cZR 2 2 2 4 

(7) 

where p is the energy density, p is the pressure, and a dot 
denotes differentiation with respect to t. It should be noted at 
this pointthat a class of solutions toEqs. (5)-(7) has recent­
ly been discussed, in another context, by Wesson. 13 

Equations (5) and (6) show that, in the model under 
consideration, the pressure depends only on time, and that 
the energy density is not spatially homogeneous but depends 
also on the radial coordinate. Moreover, it is easy to see from 
Eq. (4) that the expansion and shear of the fluid are also 
functions of t and r. 

The second feature that may be relevant to phase transi­
tions is that the bubbles of new phases can be described by 
solutions with similarity symmetry. Thus we assume that the 
metric coefficients are essentially functions of the single di­
mensionless variable 5 defined as 

5=F(t)IQ(r) , (8) 

where, for generality, Fand Q are two unknown functions of 
their arguments. 

Thus we may write 

(9) 

SinceR ' = 0, it follows from Eq. (9) thatQ(r) = Cr 2/., 

andS(5) = Cs, whereC, C, andtU are constants of integra­
tion. Redefining both the coordinate r and the similarity 
variable 5 we can put, without loss of generality, R 2 = ~5 
and Q(r) =~. (This redefinition leaves the comoving na­
ture of the coordinate system unchanged, and therefore the 
pressure and density remain invariant.) The corresponding 
field equations with similarity are then as follows: 

'Tj= 8trG~ p=2. {I + p2 (2.+ SA,s)}, (10) 
e4 5 e2F 4 2 

p= 8trG~ p=2.{ -1 + P2(2._ ~F)}, (11) 
e4 5 e2F 4 F2 

~ + ~~= (35A,s + 25 2A,ss + (5A,s)2]e~;2 

(12) 

where 'Tj and P are dimensionless quantities, and the sub­
script 5 following a comma denotes differentiation with re­
spect to 5. Moreover, the equation specifying the bubble may 
be written as 
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where S I is a constant. (In the model of Henriksen, Emslie, 
and Wesson SI = 1. For details see Ref. 4.) In general the 
space-time region of the new phase will be given by 

O<SO<S<SI' 
where So is another constant. Then the full picture describ­
ing the motion of the bubble is obtained by fitting a solution 
ofEqs. (10)-( 12) to another known cosmological solution 
of the Einstein field equations across a hypersurface 
S = const. (The technique of fitting a similarity solution to 
another solution of the field equations across such hypersur­
faces has been treated by Cahill and Taub,8 and we will not 
discuss it here.) 

III. THE SOLUTIONS 

We will see in this section that (a) the above assump­
tions entirely define two different families of solutions of the 
field equations, and (b) both families have reasonable phys­
ical properties. 

Inspection ofEq. (12) shows that the assumed symme­
try is maintained in two cases only. The first case is when 

(F/F)' = k(F/F) 2 
, (13) 

where k is a dimensionless constant. The second case arises 
when 

sA,s = a = const. 

We now proceed to discuss these cases separately. 

A.Case I 

TheintegrationofEq. (13) gives 

F=B [kt+A] -11k, 

(14) 

(15) 

where A and B are constants of integration. Substituting this 
expression into Eq. (12) we obtain an equation that sepa­
rates only if 

k= -!, (16a) 

(16b) 

To integrate the last equation we introduce two new vari­
ables u and y, 

t! = u2
, S = e" , (17) 

in terms of which Eq. (16b) becomes 

4 d 2u _ 2 
2 -a u, 

dy 
(18) 

where a2 = 1 + 4c2 
/ B. The general solution of this equation 

is given by 

u = Ceay/2 + De - ay/2 , (19) 

where C and D are constants of integration. Finally, using 
Eq. (17) we get 

t! = [Csal2 + Ds -a!2F. (20) 

From Eqs. (10), (11), (15), (16a), and (20) we obtain the 
explicit form of the solution as follows: 

a [(a+2)Cs a +(a-2)D] 
TJ = (a2 -1)i [csa +D] 

(21) 

p= -a2/(a2 _1)s, (22) 
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d~ = c2 dt 2 - [csal2 + Ds -a!2F dr - rs dOz , 
(23) 

where the similarity variable S is 
S = c2(t - to)2/(a2 - 1)r , (24) 

where we have redefined the constant A, viz., A =to/2. The 
generator of the corresponding Lie group symmetry is given 
by 

SI' = (t - to, r, 0, 0) , (25) 

and the Lie derivative of the metric is 

L gl'v = 2gl'v . (26) 
s" 

Thus the solution (21)-(24) admits a homothetic Killing 
vector. 

The above solution depends on four parameters, viz., to, 
a, C, and D, which can be chosen in such a way as to assure 
the positiveness ofp and ( - gZ2) as well as the fulfillment of 
other physical restrictions usually imposed upon density and 
pressure, viz., the dominant and the strong energy condi­
tions. 

It is seen from Eq. (22) that for such values of the pa­
rameters the pressure is always negative. At this point it is 
worthwhile to recall that nonequilibrium states with nega­
tive pressures can exist in what are called metastable states. 
For example, a superheated liquid may have negative pres­
sure. 14 In general relativity, solutions of the Einstein field 
equations with negative pressure have recently been dis­
cussed4

•
6

•
15 in connection with the classical description of the 

particle-production phases, in the early universe, predicted 
by some symmetry-breaking particle theories. I In particu­
lar, if we put 

(t - to)/..JlT=T = t 
and D = 0 in Eqs. (21 )-( 24), then our solution reduces to a 
solution recently obtained by Wesson.6 

To conclude the discussion of case I it should be noted 
that k =1= 0 in Eq. (13). In fact, for k = 0 this equation has no 
solutions compatible with both the perfect fluidity condition 
and the similarity condition. What this means is that our 
solutions might be relevant to models of bubbles whose rate 
of expansion is not exponential but rather relatively slow, 
viz., R ex: t. It has been argued l6

,17 that such kinds of bubbles 
in rapidly expanding universes may lead to the solution of 
some problems in cosmology. 

B. Case II 

From Eq. (14) we find 

t!=csa. (27) 

From this equation it could be thought that this case follows 
from case I [see Eq. (23)] with D = O. However, in general 
this is not so, since in the case under consideration Eqs. (12) 
and (27) define a more general class of functions F than in 
case I. In fact, from (12) and (27) we get 

FE + (a/2)F 2 + 2c2F /( 1 - a) = 0, a =1= 1 . (28) 

The first integral of this equation is given by 
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(29) 

where ro is a constant of integration with the dimensions of 
length. For ro = 0 we recover the solutions of case I, given by 
Eq. (23), with D = O. For ro#O, however, we obtain new 
solutions. 

Substituting Eq. (29) into (10) and (11) we obtain the 
final form of the solution as follows: 

= a(a+2) + (2a+l) (ro)2(a+1) 
1/ (a2 _ 1)5" 4(a2 - 1)5"a+2 r ' 

(30) 

P= - + ....Q. 
a2 (2a + I) (r )2(a+ I) 

(a2 
- 1)5" 4(a2 - 1)5"0+ 2 r ' 

(31) 

and 

(32) 

We see that, in general, the dimensionless quantities 1/ and P 
depend not only on the similarity variable 5" but also on r; in 
other words, they are not scale-free. In fact, only for ro = 0 
or a = -! we have 1/ = 1/(5") and P= P(5") , and also only 
for ro = 0 the distribution is invariant under the scaling 
group. As a result of the scale restrictions the homothetic 
symmetry holds on the spacelike hypersurfaces orthogonal 
to t only, namely, 

L hpv = 2hpv' 
sf!) 

where hpv =gpv - Up Uv and 

5"fl) = (2(P IF), r, 0, 0) . 

(33) 

(34) 

This means that as one moves along the orbits of 5"f!), only 
the spatial lengths increase at the same rate. The r-t hyper­
surfaces, defined by dO = d4> = 0, admit the conformal Kill­
ing vector 

5"f2) = (apa/2, pya, 0, 0) , (35) 

where a and P are constants, namely, 

L gpv = \IIgpv , (36) 
SIt.2) 

with \II = aapa 2)/2 F. Thus the solutions (30)-(32) are 
partially self-similar and partially conformal in the sense of 
Tomita. 18-20 

In the present case the constants can be chosen to satisfy 
the standard energy conditions, namely, p>3p>0 or, if it is 
desired, p>p>O. However, in general the function F from 
Eq. (29) is given in terms of elliptic integrals. We shall show 
here two simple particular solutions arising from (29)­
(32). 

Let us first consider the case a = -!. With the transfor­
mation 

R=..[F, (37) 

Eq. (29) becomes 

. 2 2 
R Ie = - ~ - rol3R , (38) 

from which it follows that ro must be negative. Putting 
ro = - 3Ro (Ro>O), the solution of this equation, in para­
metric form, is given by 

R=..[F = (3RoI8)[1 - cos 'r], 
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± c(t - to) = (3,J3RoI16)[ 1" - sin 1"] , (39) 

where to is a constant of integration. The equation of state 
corresponding to this solution is that of radiation, viz., 
p = 3p> O. Moreover, 1/ and P are given by 

1/=3P=1I5", (40) 

(41) 
Another interesting solution arises for a = O. In this case21 

1/=P=(RoIr)2/5"2, (42) 

where 

(43) 

and Ro and to are constants of integration. In this latter case 
the equation of state is the stiff equation p = p > O. 

Thus the above examples illustrate the fact that regard­
less of the likeness between Eqs. (23) and (32), the solutions 
of case II differ from those of case I not only in the choice of 
the similarity variable 5", but also in their physical properties. 

IV. PROPERTIES OF THE SOLUTIONS 

Thus we have succeeded in finding all the similarity so­
lutions under the assumptions of Sec. II. Important features 
of the solutions are their simplicity and the fact that they 
contain a number of parameters [viz., (a,C,D) incaseI,and 
(a,ro) in case II], which may be used to satisfy physical 
requirements. 

In this section I will first discuss the relation between 
our model and other models in the literature, and then I will 
show that the source of the gravitational field, associated 
with our solutions, may be represented as a noninteracting 
mixture of perfect fluids having different equations of state. 

A.Casel 
We immediately see that if neither C nor D is equal to 

zero, the r dependence of g" in the metric (23) cannot be 
eliminated by means of coordinate transformations. There­
fore, in general, the energy density p, as obtained from Eq. 
(21 ), is a function of t and r. Consequently, in general, Eqs. 
(21 )-(24) represent a family of solutions that not only have 
nonvanishing shear but also are spatially inhomogeneous. 

The distribution admits an "equation of state" 
1/ = 1/(P), which is given in parametric form by Eqs. (21) 
and (22). (Notice that this equation relates the dimension­
less quantities 1/ and P rather than the density and pressure. ) 
Since the distribution is inhomogeneous, the relation 
between p and p is more complicated because it should also 
include r, viz., p = p(p,r). 

In general 1/ = 1/(P) is not a linear function, but in the 
case where either C or D is equal to zero it reduces to the 
well-known linear equation of state 1/ = aP, so that p = ap, 
where a is a constant. In such a case the energy density and 
pressure are functions of t only, and the r dependence in the 
metric can be eliminated by a simple rescaling of r. 

Thus if either Cor D is equal to zero, our inhomogen­
eous solutions (21 )-(24) reduce to homogeneous solutions 
of the Kantowski-Sachs (KS) type with p = ap. It was al­
ready mentioned that a specific family ofKS solutions of this 
kind has recently been discovered by Wesson.6 Therefore the 
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solutions of case I with C #OandD #0 generalize Wesson's 
solutions not only in a pure mathematical sense but also in 
their physical content (for further discussion see Sec. V). 

Now I would like to point out that the energy density 
and pressure associated with Eqs. (21) and (22) can be sep­
arated into two components, namely, 

P = Pv + Pdust> P = Pv + Pdusl' (44) 

where Pv and Pv represent, respectively, the positive energy 
density and the pressure of a perfect fluid that obey the equa­
tion of state of "false vacuum," viz.,22 

Pv = -Po' 
with 

Po = (c2/81rG)a2It 2
, 

where we have set to = O. Moreover, 

ac [7::t 2a - Dr2a] 
Pdust = 41rGt 2 Ct 2a + Dr2a ' 

Pdust = 0, 

where 7:: = C(c)2a and D = D(a2 _ l)a. 

(45) 

(46) 

(47) 

Thus we conclude that the homothetic solutions of case 
I may be considered as describing a noninteracting mixture 
of (inhomogeneous) "dust" (p = 0) and a "vacuum fluid" 
(p = - p) whose energy density varies with time. I believe 
these are the first known solutions of this kind in the litera­
ture. 

At this point it is worthwhile to recall that Po is allowed 
to vary, for example, ifit is regarded as the energy-momen­
tum tensor (Tp.v = Pogp.v), associated with some scalar field, 
as in many inflationary universe scenarios. 

B. Case II 

In this case the distribution is homogeneous, and a suit­
able redefinition of the r coordinate renders the metric (32) 
in the Kantowski-Sachs form. Now contrary to what hap­
pened in case I, a simple relation between TJ and P, in general, 
does not exist, but it also contains r. However, for each spe­
cific value of the constants a and ro there is an equation of 
state P = P (p) whose parametric form is obtained from Eqs. 
(30) and (31). For arbitrary values of a, the shape of this 
function is complicated, but what is important is that the 
ratio pip, in general, varies with time. Consequently, with­
out loss of generality, we can interpret the solutions of case II 
(for arbitrary values of a) as representing a single homoge­
neous perfect fluid obeying the equation of state P = np, 
where n, which is the velocity of sound squared, is really a 
function of t. 

Another possible interpretation of case II arises from 
Eqs. (30) and (31) when the source is written as a mixture 
of two fluids, namely, 

p = P + PstilP P = jJ + Pstiff' 
obeying the equations of state 

jJ = np, O<n < 1, 

and 
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(48) 

(49) 

Pstiff = P stiff' (50) 

where 

n = -al(a+2) (51) 

and 

p = (c4/StrG)a(a + 2)/(a2 - l)F, (52) 

c4 
2a + 1 a(ro)0+2 

Pstiff = 32trG a2 _ 1 (ro) F . (53) 

Thus solutions of case II can be interpreted as two-per­
fect-fluid models composed of "stiff matter" (p = p) and a 
fluid obeying the equation of state P = np. (Notice that for 
- 1 < a < 0, p and jJ are positive and 0 < n < 1.) 

It is now clear that the null-fluid solution, given by Eqs. 
(37)-(41), as well as the stiff-matter solution, given by Eqs. 
( 42) and (43), are the only two possible limiting cases where 
the mixture reduces to a single fluid because one of its ingre­
dients vanishes identically, In fact for a = -~, by Eqs. 
(49 )-( 53), p = 3ji and Pstiff = Pstiff = O. For a = 0, by Eqs. 
( 51 ) and (52), p = ji = 0, and the mixture reduces to a fluid 
with P = P (recall that r ~ = - 4R ~ [see Eqs. (42) and 
(43»)). 

However, for any value of a district from a = -! and 
a = 0, the solutions of case II have a much richer material 
content consisting of a mixture of two perfect fluids. As far 
as I know, these solutions are new in the literature. 

For any given value of a, the integral of Eq. (29) [or 
(60)] is, in general, given either in parametric form or in 
terms of elliptic functions. However, it is easy to see that the 
global properties of the motion for - 1 < a < 0 are essential­
ly the same as those of the null fluid discussed in Sec. III. 

To finish, I would like to point out the likeness between 
the multiftuid interpretation of solutions I and II. To this 
end, notice that Eqs. (30) and (31) can be written as 

P = Po + Pdust + Pstiff' 

P = Po + Pdust + PstiW, 

with 

Pv = -Pv = (c4/S1rG)a2/(a2 -1)F, 

Pdust = (c4/4trG)al(a2 
- 1)F, 

Pdust = 0, 

c4 (2a + 1) a(1'; )0+2 
Pstiff = Pstiff = 321rG (a2 ~ 1) (ro); . 

(54) 

(55) 

(56) 

(57) 

These equations show that the solutions of case II may 
also be interpreted as a noninteracting mixture of a vacuum 
fluid, dust, and stiff matter. 

If one uses [( a2 
- 1) F] 1/2 Ie as a new time coordinate, 

the expressions forp. andpdust> given by Eqs. (55) and (56), 
become formally identical to Eqs. (46) and (47) with D = O. 
Therefore, from Eqs. (44) and (54), one may conclude that 
the difference noted between solutions of cases I and II is 
essentially due to the additional stiff-matter component in 
case II. In particular, this explains the symmetry breaking 

that takes place in case II. (I shall return to this point in Sec. 
V.) 
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v. SUMMARY AND DISCUSSION 

We have solved here the Einstein field equations with 
spherical symmetry and perfect fluid in the case where (i) 
R' = 0 and (ii) the metric coefficients are essentially func­
tions of a dimensionless variable t only. We have seen that 
the solutions of case I admit a homothetic Killing vector, 
while in the case II the self-similarity property holds in the 
hypersurfaces t = const only. Some comments regarding 
this symmetry are in order at this point. 

Following the classical notion of similarity, the homo­
thetic symmetry is usually expected to arise in systems with­
out temporal or spatial characteristic scales. In such sys­
tems, by a suitable transformation of coordinates all 
dimensionless quantitites can be put in a form in which they 
are functions of t = ct Ir only. 

In applications to cosmology this symmetry may be im­
portant in open universes23 without cosmological constant. 
This is suggested by the fact that they contain no fundamen­
tal scales, have no boundaries, and expand continuously. 
More than this, even if such universes for some reason24 had 
some characteristic scales at early times, it is still reasonable 
to expect that such universes will develop as scale-free 
asymptotically, i.e., at times and distances large compared 
with the initial scales. In other words, one can expect that as 
time proceeds, an open universe with A = 0 will "forget" 
any possible initial scale, due to its continuous expansion. 
Therefore self-similarity is a desirable property in theoretical 
models attempting to describe open universes. 

However, the situation in closed universes is radically 
different because they have intrinsic scale restrictions even 
in the absence of a cosmological constant. In fact, in a finite 
period of time, such universes expand up to some maximum 
value and then recollapse to a singularity. Then the age of the 
universe (i.e., the time needed for a full cycle) as well as its 
maximum "radius" impose important scale restrictions in 
the form of dimensional boundary conditions. Therefore one 
should not expect the closed universes to be described by 
scale-invariant models. Instead, exact models of such uni­
verses should contain dimensional parameters that may be 
related to the boundary conditions. 

Thus one expects that the physical difference between 
open and closed universes may lead to some differences in 
their mathematical description. The solutions of cases I and 
II clearly illustrate the above discussion. In fact, although 
similarity symmetry has been imposed at the outset, the 
physical and mathematical properties of the solutions ob­
tained in cases I and II are not the same. 

The solutions of case I are "open" solutions, i.e., they 
continuouslyexpand23 (or contract). This can be seen by a 
direct calculation of the expansion e, namely, 

e = l + 2 R = F (tA,s + 1) . 
2 R F 2 

(58) 

Now substituting FandA as given by Eqs. (23) and (24) and 
then using (21) and (22), we find 

e = (41TG /c2)(t - to)(p + p) + 2/(t - to). (59) 

Since (p + p) > 0, if t - to> 0 ( < 0), then the fluid expands 
(contracts) forever. Thus the solutions of case I have neither 
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boundaries nor scale restrictions. Therefore they are consis­
tent with the classical notion of similarity and admit a ho­
mothetic Killing vector. 

The solutions of case II with lal > 1 are also open solu­
tions. In fact, Eq. (29) can be written as 

4R2= [c2/(a2-1)](4+ (rolR)2(a+1)] , (60) 

where R =.[F. From this we see that for lal > 1 and ro > 0, R 
can never become zero. Therefore if R > 0 at some initial 
time, then R increases continuously as time increases. The 
characteristic length given by ro is introduced by a change in 
the sign of the total pressure at25 

R=ro[(2a+1)/4a2]I12(a+1). (61) 

Therefore, although such models have no boundaries, they 
cannot be described by exact self-similar solutions. How­
ever, for R>ro the second time in Eq. (60) is negligible, 
which means that the models develop as scale-free asymp­
totically. In that limit they admit the homothetic Killing 
vector given by Eqs. (25) and (26), as was discussed before. 

The solutions of case II with lal < 1 are "closed." This 
fact is illustrated by the null-fluid solution given by Eqs. 
(37 )-( 41). This universe emerges from a cigar singularity at 
t = to and R increases from zero reaching its maximum value 

R = 3R /4 within a finite time (t - to) = (31Tv!J/16) max 0' 

X Rol c. After this R again goes back to zero. Since the life­
time of such universes is finite, one cannot in a strict sense 
speak about the "asymptotic behavior" of such universes, 
i.e., they will never "forget" their boundary conditions 
(scale restrictions), as opposed to what happened in solu­
tions of case II with a > 1 (see Ref. 26). 

If ro = 0, the solutions of case II reduce to those with the 
usual symmetry under the scaling group. Specifically, they 
reduce to the subset of solutions of case I defined by D = O. 

If ro#O and D = 0, the solutions of both cases have the 
interesting property that their line elements take essentially 
the same form, viz., 

d~ = c2 dt 2 
- constXt a dr - rt dfl2. (62) 

(However, it should be emphasized that the matter distribu­
tion in each case is different, since they involve different 
choices of t.) This line element shows that there is a notable 
likeness between the similarity solutions of type II and those 
of type I with D = O. In this way it suggests that the symme­
tries studied here may represent successive phases of a mat­
ter distribution. Specifically, it suggests that a solution of 
case I (an unbroken-symmetry phase with 

L gp.v = 2gp.v) 
s 

with particle creation (p < 0) can undergo a phase transition 
in which the pressure becomes positive, and thereafter is de­
scribed by a solution of case II (a broken-symmetry phase 
with 

L g/LV #2gp.v, L h/Lv = 2h/Lv)' 
s s 

In fact, one could expect that a bubble of the broken-symme­
try phase (p> 0) could nucleate in the symmetric phase 
(p < 0) due to some fluctuations. Then as a result of the 
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difference of pressures such a bubble starts to grow, convert­
ing the symmetric phase of negative pressure and particle 
creation into a broken-symmetry phase of positive pressure, 
described by some of the cosmological solutions of case II. 
At this point it is worthwhile to recall that according to the 
inflationary universe models, the period of exponential ex­
pansion is followed by a period of reheating with a tremen­
dous amount of particle production, which ends in a radi­
ation-dominated era. Thus our solutions suggest a useful 
mechanism to overcome the problem of the return to a radi­
ation-dominated era. 

It should be noted that Wesson6 recently discussed a 
similar mechanism for the disappearance of the cosmologi­
cal constant. However, he considered only distributions with 
negative pressure, which are a subset of our solutions of case 
I. Consequently the solutions obtained in this work extend 
the previous discussion by Wesson6 in two senses, namely, 
(a) to a more general class of solutions with negative pres­
sure, and (b) to include possible transitions involving phases 
with positive pressure. 

According to Tabensky and Taub,27 an irrotational flu­
id with equation of state p = p represents a source equivalent 
to a massless scalar field. Thus by Eq. (48) the solutions of 
case II can be interpreted as universes containing a scalar 
field and a perfect fluid obeying the equation of state p = np. 
The symmetry breaking in these solutions is then explained 
as due to the nonvanishing values of the scalar field. Con­
versely, the symmetry is restored whenever the scalar field 
vanishes. 

The solutions of case I as well as those of case II (with 
ro#O) that have negative pressure can describe particle-cre­
ation phases in the early universe. The other solutions with 
positive pressure can be applied to the early universe after 
the epoch of creation has terminated, and can be relevant to 
theories of galaxy formation. In particular, the solutions 
with - 1 < a < 0 can be useful for cosmological models of 
closed universes containing a scalar field minimally coupled 
to gravitation and a perfect fluid obeying the equation state 
p = np. The rich matter content and the fact that these solu­
tions have shear and admit a homothetic Killing vector, in 
the hypersurfaces t = const, as well as a conformal Killing 
vector in the subspace dO = dtfJ = 0, may be regarded as an 
asset for the study of such universes. 
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A nonrelativistic superparticle moving freely on the super-Riemann surface of genus g>2 is 
investigated. The classical motion is characterized by the super-Fuchsian group. The periodic 
orbits are unstable and the system is classically chaotic. Quantization is performed in the path 
integral method. The kernel function is explicitly given in the semiclassical approximation. The 
quantized energy spectrum is related to the length spectrum of the classical periodic orbits, 
which is a superanalog of Selberg's trace formula. 

I. INTRODUCTION 

Recently we investigated the system of a nonrelativistic 
superparticle moving freely on the "super" -Poincare upper 
half plane SH={(z,O) 11m Z>O}.I Here we proceed to a su­
perparticle on the super-Riemann surface (SRS) of genus 
g>2, which is represented by SH/Sr with super-Fuchsian 
group sr. 2 This is a supersymmetric extension of a particle 
on the Riemann surface. The latter is a prototype of a classi­
cal chaotic system3 and it helps us to understand quantum 
chaos.4

•
5 Energy is the only conserved quantity there and a 

quantized energy sum rule, which can be evaluated in the 
semiclassical approximation,6 is nothing but Selberg's trace 
formula. 7 It plays an important role in bosonic string theo­
ry.s The supersymmetric extension should be of great inter­
est.1t will be a prototype of the classically chaotic supersym­
metric system and it will also implement a geometric 
formulation of superstring. In this paper we briefly discuss 
the classical motion of a superparticle on SRS first and then 
we proceed to quantum mechanics via the path integral for­
mulation. We give the kernel function explicitly in the semi­
classical approximation, which leads to a superanalog ofSel­
berg's trace formula. 9 

II. SUPERPARTICLE ON SH 

We begin with a brief summary of Ref. 1. The Lagran­
gian of a superparticle on SH is given by the line element 
with the metric being a superconformally flat extension of 
the flat extension of the Poincare metric: 

L = m (dS)2 
2 dt ' 

where 

dsZ = dt/gAB dqB 

= y-2{dz d-Z - iO dz de - ie dO d-Z 

- (2Y + 0'0) dO de}' 

- 6 (j --«(j,(j,q ,q ) = (z,z,O,O) , 

(1) 

(2) 

a) On leave of absence from Research Institute for Theoretical Physics, Hi­
roshima University, Takehara, Hiroshima 725, Japan. 

Y=Imz+!Oe. (3) 

Note that dsZ can be written with the basis of the tangent 
space EA 's obtained from the flat ones by super-Weyl trans­
formations 10 with the parameter Y - I (Ref. 1), 

(4) 

and the metric gAB is "super"-Kahler. ' The Lagrangian is 
invariant under the super-Mobius transformation 
SPL(2,R),2 

A(z) = az+b +0 az+f3 
cz+d (CZ+d)2 

A(O) = az + f3 + 0(1 + !Pa ), ad _ bc = 1 , 
cz+d 

(5) 

where a, b, c, and d are real Grassmann even parameters and 
a and f3 are Grassmann odd ones with a = ia,73 = if3. The 
quantum mechanical Hamiltonian H Q is the "super" -La­
place-Beltrami operator, 

HQ = [( - )Q/2m]g-I/4pAgI/2gABpBg-I/4 , (6) 

where 

[PA,qB} = - ifz8A
B, 

g=lsdetgABI = 1/(4y2) , 

[gAB]: the inverse to [gAB]' 

(7) 

(8) 

(9) 

and the sign factor ( - ) a means that + lfor A (or a) = z,z 
or - I for A = 0,'0. 

The Euler-Lagrange equations from L in (1) are 
2 _. . 

.. + . z + OzO 0 i'l . zO 0 
Z 1- -= u+I-= y y' y' ( 10) 

and the complex conjugated ones. II The solutions are given 
by 

z(t) = c1{tanh cu(t + to) + i sech cu(t + to)} + c2 , 

O(t) = E1Z(t) + E2 , z(t) = z(t), e(t) = O(t) , 
(11 ) 

where the constants of integration c1, c2 cu, and to are Grass­
mann even real numbers, while E I and E2 are Grassmann odd 
ones with e1 = ieilf> EJ> e2 = iei</J E 2, where t/J is a Grassmann 
even real one (the imaginary unit "i " is attached for conven­
ience). The Grassmann even part ofthe solutions, i.e., z(t), 
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z(t), take the same form as the solutions in the purely bo­
sonic case.3 As a result of the (nonzero) phase factor t/J the 
supersymmetries are broken in (11).' Actually there are 
other solutions;' however, they do not yield periodic orbits 
on SRS. Using these solutions in ( 11 ) we define the "super" -
hyperbolic distance between two points qi = q(ti) (i = 1,2), 

i" f(?RdS)2 d(q"q2) = " 'J \dtJ dt, (12) 

which becomes w (t2 - t,). This is rewritten by 

cosh [d(q"q2) ] = 1 + !R(q"q2) - 2r(q"q2) , (13) 

where9 

All these two-point quantities d, R, and r enjoy the following 
property: . 

'(A (q,),A (q2») = . (q"q2) = . (q2,q,), AeSPL(2,R). 
(16) 

III. CLASSICAL MOTION ON SRS 

Now we examine the classical motion on SRS.12 Since 
the Lagrangian (1) [Hamiltonian (16)] is invariant under 
SPL(2,R), it can be regarded as the one of the superparticles 
on SRS. Hence we can deduce the classical motion on SRS 
from that on SH by taking the quotient by sr. First we no­
tice that every element r ( =f 1) of sr has two fixed points, 
(u,p,) and (v,v), where 1m u = 1m v = 0, ji = ip" v = iv, 
and rand r'esr have the same fixed points ift'there exists 
such roesr such that r = 11;, r' = y;, n,meZ. On the other 
hand, there exists a unique geodesic curve or classical path 
that connects those fixed points. In fact, the classical solu­
tions with the constants of integration 

V-u u+v 
c, =-2-' c2 =-2-' 

(17) 
p, - v uv - vp, 

c,=--, c2=----''-
u-v u-v 

define the geodesic curve connecting two points 
(u,p,) =q(t= - 00), (v,v) =q(t= + 00), w>O. Since 
this geodesic curve is ro invariant, it becomes a periodic orbit 
on SRS. Furthermore we can see that two geodesic curves 
that connect the fixed points of r and those of its conjugate 
krk -, (keSr), respectively, become the same periodic orbit 
on SRS. Therefore each primitive inconjugate element ro in 
sr corresponds to a periodic orbit on SRS. The "length" of a 
periodic orbit is given by 

I( ro) =d (q,ro(q») (q: any point on the orbit) . (18) 
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Since I( ro) depends only on the conjugacy class of ro in sr 
[or SPL(2,R)], we can take a magnification as ro,9 

ro(z) =NoZ, 

ro(O) = ± N~/20=x(ro)N~/20, No> 1 , 
(19) 

and then 

[(ro) = In No· (20) 

Any geodesic curve (on SH) that does not connect the fixed 
points of an element resr becomes a non periodic orbit and 
such geodesic curves are dense on SH, which implies that the 
classical motion on SRS is chaotic. In fact, the classical mo­
tion has the Anosov property13 and the Kolmogorov-Sinai 
entropy'4 is given by the integral constant w in (10).2,'2 

IV. QUANTIZATION 

Next we discuss quantization in the path integral meth­
od. Let !q) be the eigenstate of the coordinate operator q 
with eigenvalue q. The inner product and the identity opera­
tor are given by (cf. Ref. 15) 

(q!q') = g-'/4(q)g-'/4(q')8(q - q') , (21) 

Id = f dq g'/2(q) !q) (q! , (22) 

with 

dq=d(Re z)d(lm z)dO dO, 
(23) 

8(q - q') =82(z - z')(O - 0')(0 - 0') , 

f d(Re z)d(lm z)82(z) = f dO 0 = f dOO = 1. (24) 

In the q representation the canonical momentum operator jJ 
becomes 

(25) 

The kernel function K(q',t ';q,t) may be expressed by 

K(q',t ';q,t) = f:u: g'/2(qk )dqk 

X(q',t'!qN_"tN_,)"'(q"t,!q,t) , (26) 

where we have subdivided the time interval t' - t into N 
small intervals of equal duration & and tk = t + k81. Since 

(q',81 !q,O) = (q'!e - (i8'II!)HQ !q) 

=(q'!q) - (i81IIi) (q'!HQ!q) , (27) 

we shall calculate the matrix element (q'!HQ !q) of HQ in 
(6). We find (cf. Ref. 15) 

(q'!HQ!q) = tr- 2g-'/4(q')g-'/4(q) f dp ei(q' - q)'pll! 

X [2~gAB(q)PBPA + aV(q)] , (28) 

where q = (q' + q)/2, dp=d(Re pz )d(Impz )dP8 dPe , 
and the additional potential a V(q) is given by 

aV= (fiZ/8m){g ABr Br A +2( - )aaA(gAsrB ) 

+ (- )Q+baBaAgAIT} , (29) 

S. Uehara and Y. Yasui 2487 



                                                                                                                                    

(30) 

which is a quantum correction of order If. This vanishes 
exactly with our metric gAB in (2).1 Equations (26)-(28) 
yield 

f
N - I N d (I) 

K(q',t';q,t) = [g(q')g(q)] -1/4 JJI dqk III ~ 

{
"8t N } xexp _'_ 2: So(n,n - 1) , 
Il n=1 

(31) 

where 

So(n,n - 1) = [(qn - qn I )Itit ] 

'p(n) _ (1I2m)gAB(qn )p~n)p~n), (32) 

qn = (qn + qn 1)/2, qo=q, qN =q' . (33) 

The integration with respect to p(k) can be performed and 
we get 

K(q',t';q,t} = [g(q')g(q)] -1/4f)1: dqk ill 
X [( - g1/2~ql) )exp{ i~t S (/,1- 1)}] , 

(34) 

where 

S(l,l- 1) = (mI2)(tit) -2(q/ - q/_1)A 

XgAB (q/ )(q/ _ q/_ I )B . (35) 

In the semiclassical approximation the kernel function 
becomes 

K(q',t',q,t) = C [g(q')g(q) 1- 1/4 

where C is a normalization constant and Sci is the action 
integral along the classical path, 

Sci (q',q;t' - t) = J" L(q,q)dt. (37) 

Actually we can see that Eq. (36) satisfies the Schrodinger 
equation up to a remainder of order If. We find 

SCi = (m/2) [d(q',q) Flu' - t) , (38) 

where d is the "length" given in ( 13).16 Note that the classi­
cal path between any two points on SH is uniquely given, so 
that the summation with respect to the classical path is un­
necessary in (36). Plugging (38) into (36) we finally obtain 
the kernel function on SH in the semiclassical approxima­
tion: 

K(q',qlt' _ t) =K(q',t';q,t) = {2 tan~~ 12)} 112 

{ 
imd2 } Xex . 

p 2fz(t' - t) 
(39) 
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Then the kernel function on SRS in the semiclassical approx­
imation is given by9 

KSRS(q',qln = 2: K (q',y(q)IT). 
~ 

(40) 

This yields a superanalog of Selberg's trace formula, which 
we shall see in Sec. V. 

V. SUPERANALOG OF SELBERG'S TRACE FORMULA 

We calculate the supertrace of the kernel function in 
( 40), which is defined by 

- r 1/2 -Str K SRS = JF dq g (q)KSRS (q,qln , (41 ) 

where Fis a fundamental domain ofSH/Sr. Equations ( 40) 
and (41) yield (cf. Ref. 17) 

00 

StrKsRS =Ao+ 2: 2: An(yo), (42) 

where 

inconjugate n = 1 
primitive ru 

Fro: a fundamental domain for the centralizer 
Z(yo)={klkYok-l=yo, kEST}, (44) 

(45) 

The first term Ao is the contribution from the classical peri­
odic orbit with zero length and it becomes a constant depen­
dent only on the genus g of SRS, 

Ao=Area(F)'K(O,O,ln=1 g. (46) 

Next we shall evaluate the second term. Since Yo can be a 
magnification (19), we take9,17 

Fro = {ql- 00 <Rez< + 00 , I<Imz<No}' (47) 

Then we find 

i~· Joo f 1 An (Yo) = d(lmz) d(Rez) d(}dO~ 
1 - 00 2Y 

X {2 tanh(d(y)/z) } 1/2 ex { im d 2 ( )} 

rd(y) p 21lT Y 

- - In No J"" dx fd~ d; 
- 21T(N 1/2 - N- 1/2 ) _ 00 

X {tanh(d(Y)/2) } 112 ex { im d 2()} (48) 
d( y)/2 p 21lT y, 

where 

dey) =d(q,y(q» 

= COSh-l[x
2 + N + N-

I 

. 2 2 
N I/2 + N 112 

2 

X(NI/2+N-1/2_2X(Y)~;)J ' 

r = (ro)n, N = (No)", x( y) = {XC Yo)}n , 

S. Uehara and Y. Yasui 

(49) 
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and we have taken the convenient variables9 

Rez= [YI(NI/2_N-1/2)]x, 

(J = (1m z) 1/2~, 0 = (1m z) I/~. 
(51) 

We shall integrate x, ~, and I in the semiclassical approxima­
tion: Expanding d(r) around the extremum (x2 = ~I = 0) 
corresponding to a classical periodic orbit, 

d(r) = I(r) + Ii{ 2N (X2) 
N -I Ii 

N + 1 -; ~~r)NI/2 (~)} + O(fiZ) , 

(52) 

I(r) = In N = nl(ro) , (53) 

we get 

An (ro) 

( 
im)1I2 = -=- /(ro) 

21rliT 

X {coth( 1(;») - x( r)CSch( 1(;») }eum/:dinI
2

(y) . 

(54) 

Note that 
00 

L L An(ro) 
inconjugate n = 1 

primitive Yo 

L f (- im)1I2 21 {Coth(nl) 
periodic n = 1 21rliT 2 
orbit 

(55) 

where 1 is the length of a classical periodic orbit and (sign) 
means x( ro)· 

The supertrace of the exact kernel function may be writ­
ten by 

_ ~ ( - UT/Ii)E~ _ - (iTI1i)E~) - ~ e e , (56) 
n=O 

where H Q is the quantum mechanical Hamiltonian in (6) 

and E ~ and E ~ are "energy" eigenvalues for bosonic and 
fermionic states, respectively. Equating the supertrace of the 
exact kernel function with that in the semiclassical approxi­
mation, we get 

f (e-UTI1i)E~_e-UTI1i)E~) 
n=O 

00 ( 2m )112 { (nl) =I-g+ L L -.- I coth-
periodic n = 1 11rli T 2 
orbit 

(57) 

which is exactly a superanalog of Selberg's trace formula.9 In 
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fact, since HQ is proportional to the "super"-Laplace-Bel­
trami operator aSLB ' 

HQ = - (fiZ/2m)asLB 

= - (fiZ/2m) [2Y(B9 + (JBz )( - Be + OBz>]2, 
(58) 

Eq. (57) is rewritten bylS 

Str[ e'<1SLB] = 1 - g 

+ L f (41Tt)-1/2 In No 
inconjugate n = 1 N 1/2 - N -1/2 

primitive Yo 

(59) 

Equation (57) gives the response function g(E) of a 
quantum system to a continuing external stimulus of a given 
frequency (t) = E Iii, 

g(E)=- dTeiETI1iStr K 1 Loo 
iii 0 SRS 

orbit 

X [ coth( ~) - (sign) n CSCh( ~) ] einlpl1i, ( 60) 

where 

p= (2mE) 112. (61 ) 

VI. SUMMARY AND COMMENTS 

We have investigated the free motion of a nonrelativistic 
superparticle on SRS on genus g>2. This should be a good 
example of classically chaotic supersymmetric models. En­
ergy is the only quantum number and the "super"-sum (su­
pertrace) of the energy eigenvalues (Hamiltonian) waseval­
uated in the semiclassical approximation, which led to a 
superanalog of Selberg's trace formula. The "super" -sum 
over energy eigenvalues, which is a quantum mechanical 
quantity, is determined from information about the classical 
periodic orbits. Physically this would be because the system 
is chaotic. This model will also help in understanding SRS 
itself, which is important in superstring theory. 

Finally we make some comments. 
(i) Thefactthatthe rhs of (57) or (60) does not vanish 

means that supersymmetry is broken due to the boundary 
conditions. 

(ii) In the bosonic case,6 i.e., a particle on the Riemann 
surface (g>2), the correspondentto therhs of (57) or (60) 
is affected by a quantum correction because a v correspond­
ing to (29) gives a nonvanishing constant. 19 (This correc­
tion should be made by hand when equating the exact result 
to the approximated one.) 

(iii) In Eq. (59), when t-O+ the first term from the 
periodic orbit with zero length becomes dominant, which 
can be evaluated in the heat kernel expansion,20 
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00 

K(q,qlT)- L Bn(q)t n , t-+O+. (62) 
n=O 

Then Eq. (59) implies that all the coefficients Bn except Bo 
vanish. 
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Exponential convergence in the number of states is proved for the pressure of a class of discrete 
Abelian spin systems, to the 0(2) invariant model's pressure in d dimensions. Analogous 
results are obtained for the convergence of the expectation values of a class of functions under 
more stringent conditions. 

I. INTRODUCTION 

Due to the possibility that experimental realizations of 
the Z(p) and 0(2) invariant models may exist, it is of inter­
est to study the relation between these models. In particular, 
we are interested in the high p limit in which the discrete 
symmetry approaches the continuous one. Several authors 
have dealt with the phase structure of those models especial­
ly in two dimensions. 1.2 Results concerning the intermediate 
massless phase were first obtained by Elitzur et al. 1 using 
duality arguments and correlation inequalities. Their results 
suggest that the temperature of symmetry breaking de­
creases as 1/p2. Renormalization group arguments and 
Monte Carlo simulations3 support this suggestion. A 1/p2 
lower bound to this temperature can be obtained by a 
Peierls-Chessboard argument.4 Rigorous upper bounds are 
not known. The existence of the intermediate phase was 
proved by Frolich and Spencer.5 The decrease of the tem­
perature of symmetry breaking is a consequence of the de­
crease of the mass gap of the discrete system as the number of 
states increases, which is due to the better approximations of 
a continuous symmetry by a discrete one. We thus want to 
control the convergence of thermodynamic quantities as p 
increases. Theorem 1, in Sec. II, proves the exponential con­
vergence of the pressure. Its proof is based on properties of 
the a priori measures. For temperatures where the expecta­
tion values of a class of functions of the 0(2) are Holder 
continuous, exponential convergence is also proved. 

Aside from its theoretical interest, this type of result 
may be useful to judge numerical methods of simulation of 
spin and gauge systems, where a discrete symmetry is used to 
approximate a continuous one in order to increase speed in 
computations. 

II. THE MODEL AND MAIN RESULT 

We first introduce the notation and the model. 
Consider a Z (p) invariant model in a volume A C Z d, a 

variable 0i at each site ieA, and Hamiltonian 

HA(<I>,,)= '5' <I>,,({O}) 
{8,:f~cA 

periodic in each of its variables Oi' and a priori measure 

dO p-I ( 21T) 
dp,p(O) =- L /j 0- -n . 

p n=O p 

Call the 0(2) invariant measure 

dO 
dv = n dp,(Oi)' dp,(O) = -, 

iEA 21T 
the finite volume partition functions 

Z~(p) = f dvp e- PH
" , Z~(2) = f dve-

PH
" , 

and the pressures 

p Z(p).O(2) = lim P~(P).O(2) , 
A_"" 

where 

P~(P).O(2) = (1/IAI)lnZ~(P).O(2). 

We will prove the following theorem. 
Theorem 1: If 

(i) <I>"ElJ1 = {<I>I 11<1>111 = ~ sup I <1>" I is finite}; 

(ii) <1>" is periodic in each OiER; and (iii) <1>" is analytic for 
IIm(Oi) I <A, and forO <a<A; thereisO <g(a) such that for 
each ieA, 

I Re(<I>" (Oi + ia,O»)1 < 1<1>" (Oi'O) Ig(a), 

where 0 denotes all other variables 0 other than 0i' then 
there is a bounded function C(/3) such that for fixed /3 
1 - 2c(f3)e-pal(1 - e-pa) 

<exp[PZ(P) _ p O(2)] 

<1 + 2C(f3)e-pal(1 - e-pa) , (1) 

with C(f3) given by 

C(f3) = exp[f311<1>IId l +g(a)1l 

and g(a) is a monotonic increasing function of a. 
Remarks: The difference in pressures is exponentially 

small in the number of states p for sufficiently large p, as can 
be seen by taking the logarithm of Eq. (1) and expanding, 
therefore there is no 1/p expansion for the Z(p) pressure 
around the 0 (2) 'so For the Villain model in two dimensions4 

a nonrigorous argument suggests a Gaussian convergence; 
however, this cannot be general since in one dimension the 
calculation can be done explicitly and the convergence 
proved to be only exponential. The result of Theorem 1 is 
independent of the lattice dimension. 

This result can also be expanded to include lattice Z (p ) 
and U (1) gauge theories. 

It improves a result of Simon6 using Bishop--de Leew 
order, who proves the convergence to be at least as fast as 1/ 
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p2. Condition (iii) is satisfied automatically for finite n if <I> 
has only up to nobody interactions. 

As a final remark we stress that the theorem is a conse­
quence of the exponential convergence of Riemann sums of 
periodic functions to the Riemann integral, in the number of 
terms in the sum. 

III. PROOF OF THEOREM 1 

We state without proof some preliminary standard re­
sults. 

Proposition 1: Let /( (J): C -+ R be a periodic positive 
function, analytic for IIm«(J) 1 <A, with Fourier coefficients 

fk = _1_ (2". f«(J)e;k9 d(J 
21T Jo 

and 0 < a < A, then there is constant C I > 0 (which depends 
on a but not on k) such that 

(a) - Cdoe-ka<.fk<.Cdoe- ka 

and with dpp and dp as in Sec. II; 

(b) fdJLf«(})[I- 2Cle~pa] 
1 -e pa 

Part (a) is used to prove part (b) which shows the well 
known result of exponential convergence of the R-sums to 
the R-integral. 

We first assume that <I> has only up to nobody interac­
tions, then consider the Boltzmann factor exp( - {3H A) and 
a site iEA. Since as a function of (J; it satisfies the conditions 
of Proposition 1, we have 

[
1 _ 2C(O)~-pa] JdJL;«(J)e-f:JHA(9;lJ), 

l-e pa 

J
d «(}.) - f:JHA(9,,8) <. JLp I e 

<.[ 1 + 2~~~~-:] f dp; e-f:J
H

A(9"9) . 

It is straightforward to show that a O-independent bound can 
be obtained for C(O), 

C(O) <.exp[II<1>1I1(1 + g(a»)) = C({3). 

For infinite-body interactions condition (iii) is imposed, 
leading to the same bound for C(O). Calling 

K± =1±2C(p)e-pa/(l-e- ka ) 

and integrating sequentially every site iEA, one obtains a 
cascade of inequalities, which lead to 

KI~I Z~(2) <. Z~(P) <. KI~I Z~(2). (2) 

Since the bound on C( 0) is valid in the infinite volume, the 
bound ofEq. (2) is seen to be uniform in the volume, thus 
completing the proof. 

2492 J. Math. Phys., Vol. 29, No. 11, November 1988 

IV. CONVERGENCE OF EXPECTATION VALUES 

By adding a source term to the Hamiltonians and taking 
derivatives one defines the expectation values of functions in 
a translationally invariant state, 

HA (<I>x + t~) = H(<I>x) + t L 7";A, 
U+x)CA 

where 7";A are the translates of A, 

(A )'" = - lim .l!!.PA (<I>x + t~) 1'=0' 
A-oo /3 dt 

We want to study under which additional conditions the 
correlations of the Z(P) models converge to those of the 
0(2), thus we have the following theorem. 

Theorem 2: If (i) exp-/3H A (<I> + tt/J) satisfies the condi­
tionsofTheorem 1; (ii) P~(P)(<I> + tt/J) andp~(2)(<I> + tt/J) 

are differentiable w.r, t. t in a neighborhood of t = 0; and (iii) 
(d Idt)P~(2)(<I> + tt/J) is Holder continuous, then forp suffi­
ciently large there exist positive constants a' and C' ({3) such 
that 

1 (A )~(P) - (A )~(2) 1 < C'({3)exp - pa'. 

The proof of the theorem follows from the next result. 
Proposition 2: Let F" (z) be a sequence of convex func-

tions that converge pointwise to F(z), and C, M, and a be 
positive constants such that (i) jF,,(z) -F(z)1 <Ce-pa 
for any z; (ii) Fn (z) and F(z) are differentiable in a 
neighborhood of x; (iii) the derivative DF(x) is Holder 
continuous of order r; then IDF" (x) - DF(x) 1 
< (2C + M)e- na[y/(y+ I»). 

Proof: Define 

+ l' F,,((Jx + (I - (J)y) - F" (x) 
D Fn(x) = 1m , 

90 (1 - 8)(y - x) 

_ . F" (y) - F,,((Jx + (l - (J)y) 
D Fn(Y) =bm , 

911 (J(y - x) 

by convexity 

D-F,,(Y);;' F,,(y) -F,,(x) ;;.D+F,,(x). 
x-y 

F(z) is also convex and the convergence is uniform in com­
pact subsets, so similar formulas hold. Consider a sequence 
Ym = X + e - mA , m and A to be chosen later, then 

D +F" (x) - D -F(Ym )<.2Ce-"a+mA, 

and we can drop the superscripts ± since F", Fare differen­
tiable in a neighborhood of x. 

Holder continuity states that 

IDF(y) -DF(x)1 <Mly-xI Y , 

thus 

IDF(x) - DF" (x) 1 

<IDF(x) -DF(Ym)1 + IDF(Ym) -DFn(x)1 

<Me-mAr + 2Ce-"a+mA, 

choosing A = al(r + 1) and m = n, 

IDF(x) - DF" (x)1 < (2C + M)e- "a[r/(r+ I)J • 

Observing that P~(P) are convex and since a bound uniform 
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in IAI can be obtained using Proposition 2, Theorem 2 is 
proved. 
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Congruences between different Chern classes and hence anomaly coefficients are observed. 
These are determined in general for SU (n) vector bundles over spheres. The results are of 
use in calculating global anomaly freedom for gauge theories as well as other index theory 
calculations. 

I. INTRODUCTION 

A problem that regularly arises for both mathemati­
cians and physicists is the evaluation of characteristic classes 
of an associated vector bundle EA to some principal G-bun­
dIe P over M. Here G is a compact, semisimple Lie group and 
A. a representation of this group. The problem may conve­
niently be divided into two portions. The first is a Lie alge­
braic one. Recall we may identify P(L) G, the G-invariant 
polynomial functions on the Lie algebra L of G, with coho­
mology classes of B * (BG,R). Further, by a theorem ofChe­
valley,· P(L) G is isomorphic with P(B) W , the algebra of 
Weyl-invariant polynomials on B, a Cartan subalgebra of L. 
The first aspect of the problem is then to express the A.-de­
pendent polynomial representing a given characteristic class 
in terms of some basis of P(B) w. Typically, this basis is 
chosen so as to facilitate the second and remaining part of the 
problem, which is to evaluate the integrals of the forms ap­
pearing over M. For the cases most often dealt with M is a 
sphere and the basis chosen reflects the homotopy genera­
tors of G. In the ensuing paper we will focus on this first 
aspect, expressing a Weyl-invariant polynomial in terms ofa 
fixed basis of PCB) W • In particular we shall observe some 
congruences that arise in this procedure when G = SU (n); 

this will yield congruences amongst Chern classes of EA' 
These congruences exist for other Lie groups as well but we 
will not examine these here. These congruences are of partic­
ular relevance when studying the anomalies of a given gauge 
theory. 

To be more specific, suppose 1T = (P.'\P2''',''',Pr 17,) is a 
partition of k; then we seek the coefficients A" (A.,v) for two 
representations A. and v of G defined by (for xEL) 

r 

TrA Xk = L A".(A.,v) n (Tr" Xi)17i. 
1171 = k i=. 

In determining A" (A.,v) we may take xEll. Further defini­
tions are given in Sec. II where we describe how to calculate 
the coordinates A17 (A.,v) of a polynomial in PCB) W by re­
stricting our attention to the weight spaces of the above 
equation. Upon defining 

fk (p,) = ISta~ p,1 Jw (O'p,)\ 

we may express this Weyl-invariant polynomial in the form 

• ) Address after 1 January 1988: Department of Mathematical Sciences. 
University of Durham. Durham DH13LE. England. 

r 

fdp,) = L a17 (p"v) n J;,i (v) 17i. 
1171 =k i=. 

We then have 

A 17 (A.,v)= L m A (p,)a17 (p"v), 
/lEI!' (A) 

where mA (p,) are the multiplicities of the weight p, in the 
representation A.. Properties of A". (A.,v) can then be ob­
tained from those of a". (A.,v). In particular we have the fol­
lowing lemma when A17 (A.,v) and a 1T (A.,v) are integers. 

Lemma 1: 

A 17 (A.,v)=A"..(A.,v) modq (forallA.ETI+) if and only if 

a 1T (A.,v) = a".. (A.,v) modq (forallA.ETI+). 

We report and prove here the following theorem for 
G = SU(n). Let A.1 be the defining or n-dimensional repre­
sentation of G and set A(k) (A..A.1) =A(k) (A.) and a(k) (A..A.I) 
= a(k) (A.). 

Theorem 1: Let k,k I <no Then for SU (n) we have, for all 
representations p" 

a(k) (p,) =a(k') (p,) mod q 

if and only if 

(i) mk=mk' mod q, for all mEZ, 

(ii) pk - 1 =pk' - 1 mod q, for primes P < n. 

Corollary 1: With the same conditions as above we find 
A(k) (p,) =A(k') (p,) mod q for all representations,u. 

The corollary follows immediately from Theorem 1 and 
Lemma 1. We note that the integers A(k) (A.) give us the 
Chern class Ck of EA over S2k, thus we have the following 
corollary. 

Corollary 2: Let C k (c k' ) be the Chern class of an SU (n) 
bundle Ell overS2k (SZk') that corresponds to the generator 
of 1TZk_1 (G) [1TZk' _ I (G)] with k,k I <no Then 

Ck =Ck' mod q, 

for all bundles E/l with q determined in Theorem 1. 
Various divisibility properties are known2

•
3 about Chern 

classes for fixed k; we are unaware of where these congru­
ences between different Chern classes have been discussed. 
For convenience we tabulate the number q for various low k 
and k I in Table I. The number theoretic calculation is dis­
cussed in Ref. 4. The first line of this table displays the de­
nominators of the Bernoulli numbers when k I is even . 

We remark that similar congruences exist for the other 
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TABLE I. The number q given by Theorem 1 for k<k' <no 

k/k' 2 3 4 S 6 

2 00 2 6 2 30 
3 00 12 12 2 
4 00 2 24 
S 00 2 
6 00 

Lie groups but as yet we have not been able to determine 
these in general. Similarly, congruences exist out ofthe sta­
ble range. After some preliminaries (Sec. II) our approach is 
to give in Sec. III an explicit expression (Lemma 2) for 
Ik (p,) when G = SU (n) and hence ofT (p,) (Lemma 3). Al­
though these expressions are of some interest to those wish­
ing to calculate anomaly coefficients we present them here 
only in so far as they enable us to prove Theorem I. A brief 
conclusion and list of outstanding problems is given in Sec. 
V. 

The above theorem has been used to show the global 
anomaly freedom of certain G 2, SU (3), and SU (2) associat­
ed vector bundles over S6. For a description of these and 
related matters see Refs. 4 and 5. 

A helpful example to end this Introduction with is that 
ofSU (2). Although k,k ' > 2 for this example corresponds to 
being in the unstable range for which Theorem I is not di­
rectly applicable, we can nonetheless see the appearance of 
the above mentioned congruences very simply. Let p, = nA I 
be a nonzero weight, then we easily see 

IdnA , ) = (nk/2)[1 + (-1)k]A~ 
=n%(A , ) =nk [/Z(A , )]k12 

and this vanishes unless k is even. In particular 

0(2'12) (nA I ) = nk, 
n 

A(2'12 ) (nA I ) = 2 - kl2 L (n - 2j)k. 
j=O 

By requiring that 0(2'12) (p,) =0(2.'12) (p,) mod q holds for 
allp, = nA I we obtain that nk=nk ' mod q for all neZ, analo­
gous to (i) of Theorem 1. This example also shows it is often 
easier to deal with the reduced coefficients OfT rather than 

AfT' 

II. PRELIMINARIES 

To be more precise we must introduce some notation. 
For this we will largely follow Ref. 1. Let <I> be a root system 
of the rank 1 Lie algebra L and denote a basis of <I> by 6.. Fix 
an ordering of the simple roots {al, ... ,a,} of 6. and let 
{AI, ... ,AJ be the dual basis ofthe weight lattice A with re­
spect to <1>. Denote by A + the set of dominant weights. Now 
let V be anL-module and denote by 1T( V) the set of all of its 
weights. We will be working with finite-dimensional mod­
ules V = V(A) of highest weight A; in this case will also de­
note 1T( V) = 1T(A) and set 1T+ (A) = 1T(A) nA +. Let 
mA (p,) be the multiplicity of the weight p, in V(A) and de­
note by Stab p, the stabilizer of the weightp, in W. Because W 
is a finite reflection group, P(H) W is finitely generated with 1 
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generators of known degrees mj' Let d(L) = {mj : 
j = I, ... ,l}. It will be convenient to introduce the polynomi­
als Ik (p,) in P(H) W defined for each p,EA and keZ + by 

Idp,) = IS ~ I L (Up,)k. (1) 
ta p, DEW 

This is clearly a homogeneous polynomial of degree k in the 
A, with integer coefficients. It suffices to take p,EA +. (This 
polynomial is referred to as Sym p, k in Ref. 1.) If tfJ: 

L -+ g/[ V(A)] is a representation of L we will denote the 
trace polynomial (for xEL) Tr[tfJ(x)k] by TrA Xk. We note 
the trace polynomials generate P(L) G. For hER we then 
have 

Tr). h k = k m). (p,)lk (p,)[h ]. 
I'E" ().) 

Let 

1T= (YI'Y2""'Yq ) = (PI''', ... ,Pr
fT
,), 

where 

YI>Y2>'''>Yq >O, PI>P2>"'>Pr>O, 

(2) 

be a partition of length 1(1T) = q and weight 11T1 = YI 
+ ... + Y q' For each partition 1T, xEL and p,EA +, we define 

polynomials P fT (p"x) by 

P"(p,,x) = (Tr
l
, xP,)fT""(Trl' x')"'. (3) 

Finally let us call F(L) the set of those p,EA + such that 
{Ik (p,), kEd(L)} constitutes a Qbasis of P(H)w. 

For a given VEF(L) our first problem becomes that of 
computing the coefficients AfT (A,v) in 

TrA x/.:= I"~/.: AfT (A,v)PfT(v,x). (4) 

Clearly these basis coefficients A1T (A,v) are determined by 
their restriction to H. Although in principle known, efficient 
algorithms for their computation remain another matter. 
One approach to their evaluation is via the Weyl character 
formula. Rather than following this we note that if we are 
able to express the Weyl-invariant polynomials Ik (p,) in 
terms of the basis constructed from {1m (v):j = I, ... ,!} we 

J 

can reconstruct the coefficients A1T (p"v). That is, if 

(5) 

then 

AfT(A,v) = L mA (p,)OfT(p"v). (6) 
l'EfT' (A) 

This follows by restricting our attention to the weight spaces 
appearing in (4). We note further that because m A (p,) may 
be viewed as a lower triangular matrix with integer entries 
and m A (A) = 1 this may be inverted over Z to yield 

(7) 

If both OfT (A,V) and AfT (A,V) are integral then this last 
remark provides us with Lemma 1. 

In what ensues we will choose a basis such that OfT (A, v) 
and AfT (A,V) are integral. 
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The approach we adopt here is to calculate A., (A,v) by 
first calculating afT (p"v). This method depends on knowing 
the multiplicities m A (p,); these may be evaluated by several 
known recursions I and have been extensively tabulated.6 

III. SU(n) 

We will now fix our attention on the group G = SU (n) 
and find for a particular basis the coefficients we have de­
scribed in general in Sec. II. Here we view the weight space of 
L as the subspace of R n orthogonal to 1/ = X I + X 2 

+ ... + X n , where {x I""'X,,} form an orthonormal basis of 
R". The Weyl group acts naturally via 

i=j, 

i=j-l, 

i# j,j - 1, 

(8) 

and we have cP = {ai : ai = Xi - x i + I' l<i<n - I}. The 
elementary weights are (with 7j = 1/ln) 

(9) 

We may associate to any dominant weight p, (and hence 
irreducible representation) a Young diagram as follows. Let 

n~ In-I 

p, = L niAi = L ljXj - c(p,)7j, ( 10) 
i= I j= 1 

with 

" I 

Ij = L no c(p,) = L jnj • 

i<j j= I 

Then p, is associated with the diagram whose jth row has 
length Ij • 

With this notation we findfk (11,1) defined by (1) to be 

fk (AI) =11,/ + (AI -A2)k + ... + (A" -A,,_I)k 

+ (-An)k 

= XI k + (x2 _ 7j)k + ... + (x" _ 7j)k. 

Since we will be dealing with L = SU (n), i.e., the 7j = 0 sub­
space of R" , we will simply set 7j 0 in the above and identi­
fy fk (II, I ) with the power symmetric functions S k 

= l:;'= IX/, 
Because of the homotopy equivalence between 

GL(n,C) and U(n) the basis {fk (11,1)' 2<h;;n} for P(L)G 
is very convenient for actual calculations. In particular we 
shall see the coefficients that appear in (5) are integers. Our 
intent in the remainder of this section is to evaluate these 
coefficients a tT (p,) =a tT (p"A I)' 

For the case at hand, P(L)G is the graded ring ofsym­
metric polynomials with integer coefficients, P(L) G 

= Z [x" ... ,xn ]s". We wish to express the homogeneous 
symmetric polynomial fk (p,) in terms of (the a priori Q 
basis) power sum symmetric functions. To do this, first re­
caW the definition of the symmetric monomials mrr and aug­
mented symmetric monomials n1T associated with the parti­
tion 1T [oflength I( 1T) <n], 

2496 J. Math. Phys .• Vol. 29. No. 11. November 1988 

m".(x\,x2,···,Xn ) = L x IY 
••• 'Xk

Y
" 

distinct 
selections 

n".(X I,x2 , ... ,X,,) = L XIY ••• 'Xk n. 
all 

selections 

If we define g( 1T) = 1T1!" '1T,!, then 

n".(x) = g(1T)m". (x). 

Thus s, = m(rl and we let StT = IIisYi 
Let us now write 

n 

p, = L ljxj' (II) 
j= I 

where Ij can be nonzero for U(n). Using the multinomial 
expansion we obtain 

Utilizing elementary properties of symmetric functions we 
may then show [with (l) = (/1,/2, ... ,ln ), etc.] the following 
lemma. 

Lemma 2: 

fk (p,) = I Orbit p, I L k!(n -/(17"»)! m
1T

(l)n,,(x). 

n! 11TI=k YI!"'Yk' 
(12) 

Finally let n'Tff' be the transition functions between the 
augmented symmetric monomials n 1T (x) and the symmetric 
powers S1T' : 

n".(x) = L n",,'s,," 
1T' 

(13) 

(The tabulation and calculation of these transition functions 
is treated, for example, in Ref. 7.) Utilizing (5), (12), and 
( 13) we obtain the following lemma. 

Lemma 3: Let k<n. Then 

fdp,) = ') a1T' (p,)S1T' , 
11T''I=k 

where 

( ) _ IOrbitp,1 '" , k!(n -l(1T»)! (I) 
a1T' P, - L n"" m" 

n! 11TI=k YI!"'Yk! 

and a1T' (p,)EZ. 

(14) 

(15) 

Remarks: (a) The constraint k<n corresponds to being 
in the stable range for SU (n)'s homotopy. Here it means we 
can use s". as a basis for P(L)G when 1(1T)<n. When 
I ( 1T) > n there are further relations amongst the monomials 
to be accounted for. 

(b) Suppose the Young diagram corresponding to p, has 
only rrows; then mfT (l) = 0 whenever r<I(1T). 

(c) For SU(n) we have SI = 0 and afT = 0 whenever 
In >1. 

Lemma 3 provides us with the explicit coordinates of 
fk (p,) for the choice of basis {fk (AI), 2<k<n} and k<n. 
We will now specialize (15) to the partition 1T' = (k). (In 
the physics literature we are calculating the "leading anoma­
ly.") In this case we have the particularly simple identity 
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(16) 

and we may rewrite (15) as 

( ) - I Orbit pi ~ ( l)j-I(' 1)'( ')' a(k) P - ~ - ] - . n -] . 
n! j=1 

XFN(k.j) [p], 

(17) 

where we introduce the symmetric polynomial F N (k, j) in N 
variables defined by 

(18) 

Here m1T is the symmetric monomial m1T (xl, ... ,XN ). If j> N 
no partition of {x I' •••• X N } exists with I( 'TT) = j and in this 
case we take FN (k,j) = O. Similarly FN (k.j) = 0 if j> k. 
By (b), the value of N is only required to be larger than the 
number of rows of the Young diagram associated with p. An 
alternate description of FN (k,j) will prove useful. Straight­
forward use of combinatorics yields 

(19) 

where the second summation is over distinct selections of 
j - p variables from {x1' ... 'XN}. Ifj> N, then FN (k,j) = 0 
is manifest; when j> k, (19) also gives FN (k,j) = O. 

We note with the form (19) it is easy to calculate 
a(k) (p) and thus A(k) (p). In particular we obtain for the 
elementary representations A, = (1'). 

Lemma 4: 

a(k) (1') = L ( - l)j-1 (n -~) S(k,j). (20) 
j= I r-] 

Proof: This follows from 

FN(k,j) [I'] =j! (;) S(k,j). (21) 

where S( k, j) are the ubiquitous Stirling numbers of the sec­
ond kind, the number of ways of putting k distinct objects 
intoj identical boxes allowing no box to be empty. 

Using the recurrence relations of the Stirling numbers 
and the relation with the Eulerian numbers 

~ k_/(k) an•1 = .,.. ( - I) I (n - k)!S(n,n - k), 

we may reexpress (20) in the following equivalent forms: 

a(k) (1') = kil ( _ 1)1-1/! (n - 1 -II) S(k - 1.1) 
1=0 r-I-

(22a) 

= L (_l),+I-I(r_i)k-l(n) 
1=0 I 

(22b) 

( 
n-k ) 

= L (- IY 1 ak_I,s' 
s=O r- -s 

(22c) 
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Remark: Expressions (22b) and (22c) are given in 
Refs. 8 and 9 and (22c) in given in Ref. 10. 

IV. PROOF OF THEOREM 1 

The necessity part of Theorem 1 is easy and was men­
tioned in Ref. 4. By homogeneity a(k) (m) = mk, where 
p = mAl corresponds to the Young diagram of one row with 
length m. Likewise, the necessity of (ii) follows from expres­
sion (22b) for a (k) (1') by induction on r < n. Because we 
are considering SU(n) then a(k) (In) = 0 and so we only 
have restrictions on primes less than n. 

Showing the sufficiency of conditions (i) and (ii) is a 

little lengthier. Let p = (/1,/2,00',/,) = (at' ,oo.,a/") be the 
weight whose diagram has row lengths Ij • Then 

I Orbit pi = n! 1 (23) 
(n - r)! PI!" 'Ps! 

We will show a(k) (p) =a(k') (p) mod q by showing 
they agree term by term when expressed as a sum. First let 
M = max{k,k '}. Because F, (k,j) = 0 whenj> k, we then 
have, from (17) and (18), 

M j-I 
a(k) (p) = L L (- l)p+j- IN(p,j,k) [pJ, (24) 

j=lp=o 

where 

N(p,j,k)[p] = (j - I )!(n - j)! (r - j + p) 
(n - r)!PI!" ·P.,! p 

Likewise a(k') (p) differs only by replacing k with k' in the 
summand. 

We remark in passing that whenp; = I (1 <i<s) condi­
tion (i) means N(p,j,k) and N(p,j.k') are equivalent 
(mod q); thus additional constraints are required only for 
diagrams possessing rows of equal lengths. 

To proceed we note 

L (/I+"'+lj_p)k 
distinct 

seJections 

= 

l:m,=j-p 

Upon using "i.Pi = r and "i.(Pi - mi ) = r-j + p we may 
combine the several factorials in N(p,j,k) [p] to give 

N(p,j,k)[pJ = ~(j) (n -~) 
] p r-] 

( 
j-p 

X m '''m I • 

r-j+p ) 
Il - m "'Il - m 1""'1 I I""'s • 

Two possibilities now occur: either j divides the factorials 
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multiplying (mla l + ... +msas)k orjdividesthisnumber. 
In the first instance condition (i) is sufficient to guarantee 
that expressions (24) for a(k) (J.l) and a(k') (J.l) agree 
(mod q) term by term. In the second instance, noting 
1 <, j <, n and by considering the prime factors of both j and 
m1a l + ... + msas condition (ii) again gives us equality 
term by term. Actually, because we are considering SU(n) 
rather than U(n) we need only consider primes p<n by 
remark (c) following Lemma 3. We have then the sufficien­
cy of conditions (i) and (ii). 

V. DISCUSSION 

In this paper we have proved a theorem relating the 
leading anomaly coefficients or Chern classes of SU (n) vec­
tor bundles over spheres; in particular, the congruences for 
the stable range have been found. The utility of these congru­
ences in the calculation of global anomalies and index calcu­
lations has been discussed in Ref. 5, Indeed, as the study of 
global anomaliesll

•
12 often reduces to calculating an index 

mod m (for some integer m) it suffices to know this number 
is congruent mod q (where m Iq) to some other more readily 
computed quantity such as the second Dynkin index. This 
was the strategy advocated in Refs. 4 and 5 and we have 
shown here how q may be determined in general for SU (n) 
in the stable range. 

Several questions have been raised by this work and we 
conclude by mentioning them. First, in reference to the ex­
tension to arbitrary Lie groups G, similar congruences exist 
both in and out of the stable ranges for arbitrary G: is there a 
simpler (perhaps cohomological) prescription for finding 
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these? Second, we have left unanswered the nature of the set 
F(L) of generators of P(H) W described in Sec. II; can one 
give a simple description of the exceptional representations 
not included in this set? 
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It is shown that among a one-parameter family of supersymmetric extensions of the Korteweg­
de Vries equation, there is a special system that has an infinite number of conservation laws, 
which can be formulated in the second Hamiltonian structure, and which has a nontrivial Lax 
representation. Its modified version is also discussed. 

I. INTRODUCTION 

This work is concerned with the study of the supersym­
metric Korteweg-de Vries (KdV) equation: 

U,= -u'''+6uu'. (1.1) 
( 

The KdV equation is a completely integrable nonlinear evo­
lution equation for a bosonic (or equivalently a commuting) 
field. I Its supersymmetric extension refers to a system of 
coupled equations for a bosonic and a fermionic field which 
reduces to the KdV equation in the limit where the fermionic 
field is set equal to zero. In a classical context, a fermionic 
field is described by an anticommuting field. However, su­
persymmetry entails more than a mere coupling of a bosonic 
field to a fermionic field. It also implies the existence of a 
transformation relating these two fields that leaves the sys­
tem invariant. Roughly speaking, the generator of a space 
and/or time supersymmetry transformation is the square 
root of the generator of space and/or time translation. Here 
one considers merely the space supersymmetric extension of 
the KdV equation: a double application of the supersym­
metry generator is proportional to ax' 

By using superspace and superfield techniques, one con­
structs a general (space) supersymmetric extension of the 
KdV equation, which turns out to contain one free param­
eter. The integrability of the resulting system is then studied 
from the point of view of integrable deformations and the 
Lax representation. The Hamiltonian structure of the gen­
eric system is also analyzed, which is particularly relevant in 
view of the relation found in Ref. 2 between the super-Vira­
soro algebra and a particular form of the supersymmetric 
KdV equation. These analyses are preceded by a brief survey 
of some relevant results on the KdV equation. 

II. SURVEY OF SELECTED RESULTS ON THE KdV 
EQUATION 

This section collects a certain number of well-known 
results on the KdV equation, which will be generalized to the 
supersymmetric case in the following sections. 

An important early discovery on the study of the KdV 
equation ( 1.1) is that this equation can be formulated under 
the Lax representation3.4 

L, = [P3,L], (2.1) 

where 

L=a;-u, 

P3= -4a! +6uax +3u'= _4L3~2. 

(2.2a) 

(2.2b) 

(The square root of a differential operator is, in general, a 
pseudodifferential operator, involving negative powers of 
ax, whose differential part is denoted by +.) The Lax rep­
resentation implies that the Schrodinger-like equation 

Ly = Ay (2.3) 

is isospectral (i.e., A, = 0) when u satisfies the KdV equa­
tion. S The linear eigenvalue problem (2.3) was first reached 
by a linearization ofthe Miura transformation6 

(2.4) 

which maps a solution of the modified KdV (mKdV) equa­
tion 

v, = - v'" + 6v2v' (2.5) 

into a solution of the KdV equation. The linearization is 
achieved by means of the Cole-Hopftransformation, 

v = ax Iny, (2.6) 
which yields (a! - u)y = O. The substitution a/ 
-ax 2 - A leads to (2.3 ).7 

A generalization of the Miura transformation was pro­
posed by Gardner as the starting point of a simple construc­
tive proof of the existence of an infinite number of conserva­
tion laws for the KdV equation. A conservation law is an 
expression of the form Hn = fdx hn' where hn is a polyno­
mial of u and its space derivatives, which is such that at h n is 
a total derivative. The Gardner transformation is 

u = w + ew' + e2w2 

and it maps a solution of the Gardner equation 

w, = - w'" + 6ww' + 6e2w2w' 

(2.7) 

(2.8) 

into a solution of the KdV equation. Since w, can be written 
as a total derivative, the inversion of the map (2.7) with e ..... O 
yields 

(2.9) 

and the set {h n } provides an infinite number of conservation 
laws, out of which only those with n even are nontrivia1.8 (A 
trivial conservation law is such that hn is a total derivative.) 
From (2.4) and (2.7) it follows that there is also an infinite 
number of conservation laws for both the mKdV equation 
and the Gardner equation. 

It was observed that the conservation laws for the KdV 
equation are all homogeneous with respect to the grading 
deg(a;u) = 2 + k and that there exists one and only one 
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nontrivial conservation law, f h" _ 2 dx, for each even value n 
of the degree.9 The first few conservation laws are 

Ho = ~ f dx U, H2 = ~ f dx u
2 

, 

H4 = ~ f dx[ (U')2 + 2u3
] , 

H6 = + f dx[ (U")2 + lOu(u,)2 + 5u4
] • 

(2.10) 

These can also be obtained as fdx Res £<2n + 1)/2 where Res 
picks up the coefficient ofthe a;: I term. 1,10 

Another important property of the KdV equation is that 
it can be formulated as a Hamiltonian system, that is, under 
the form Ut = {u,K}. Actually this can be done in two dif­
ferent ways, either with the Poisson bracket 

{u(x),u(y)}=I5'(x-y) ('=ax ) (2.11) 

and the Hamiltonian ~!) = H4-the first Hamiltonian 
structurell-or with the Poisson bracket 

{u(x),u(y)} = -I5'''(x - y) + 4u(x)I5'(x - y) 

+ 2u'(x)l5(x - y) (2.12) 

and the Hamiltonian JY' (2) = H2-the second Hamiltonian 
structure. 12 The existence of the second Hamiltonian struc­
ture can be traced back to the existence of both the natural 
Hamiltonian structure for the mKdV equation and the 
Miura map. 13 For the mKdV equation, the natural Hamilto­
nian structure is defined by the Poisson bracket 

{v(x),v(y)} = 15' (x - y) (2.13) 

and the Hamiltonian JY'(2) with u replaced by (2.4). Then 
the existence of the second Hamiltonian structure can be 
viewed as being a consequence of the identity 

(2.14) 

where fiJ is the Frechet derivative of u with respect to v, 

fiJ = ax + 2v (2.15) 

and fiJt is its adjoint, - ax + 2v. On the other hand, given 
the existence of the second Hamiltonian structure for the 
KdV equation, the identity (2.14) can be interpreted as ex­
pressing the canonical character of the Miura map when the 
mKdV and the KdV equation are formulated, respectively, 
in the natural and the second Hamiltonian structure. The 
map is canonical in the sense that it preserves the structure of 
the corresponding Poisson brackets. 

Another important result is that the conservation laws 
are all in involution 11 (i.e., {H 2n' H 2m} = 0) with respectto 
both Hamiltonian structures. This suggests a relation 
between an action-angle formalism, a relation that has actu­
ally been found by Zakharov and Faddeev. 14 Hence the KdV 
equation is a completely integrable Hamiltonian system. 

Finally, one recalls that the KdV equation is the first 
nontrivial equation among an infinite set of equations, the 
KdV hierarchy, which can be defined either via the Lax 
representation (2.1) with P3 replaced by P 2k + I 

= (L (2k + 1)/2) + or as u, = {u,H 2m}, where the Poisson 
bracket can be either (2.11) or (2.12). 
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III. SUPERSYMMETRIC KdV EQUATION AND 
HAMILTONIAN STRUCTURES 

One now turns to an explicit construction of an exten­
sion of the KdV equation to a system invariant under a su­
persymmetric transformation. As mentioned previously, 
only a space supersymmetric invariance is considered. In a 
superspace approach the variable x is then extended to a 
doublet (x,O), where 0 is an anticommuting variable 
(0 2 = 0). The new system will be constructed in a way that 
will make it invariant under the transformation X-+X - 1]0 
andO-+O + 1], where 1] is an anticommuting parameter. This 
transformation is generated by the operator 

(3.1 ) 

In a superspace formalism, the usual field u(x) is replaced 
by a superfield that has a further dependence upon 0 and is 
written as <I>(x,O). (The time dependence is implicit every­
where.) This superfield is chosen to be fermionic. This is 
required in order to have a nontrivial extension of the KdV 
equation-see below. The expansion of<l>(x,O) in terms of 0 
yields 

<I>(x,O) = t(x) + Ou(x) , (3.2) 

where t(x) is an anticommuting field. Under a supersym­
metry transformation 15<1> = 1]Q<I>, or equivalently 

I5U(x) = 1]t'(x), 

I5t(x) = 1]u(x). 

(3.3a) 

(3.3b) 

In addition to the superfield, one introduces the covar­
iant derivative 

(3.4 ) 

which has the property of anticommuting with Q. (Notice 
also that D 2 = ax') Expressions written in terms of the co­
variant derivative and the superfield are manifestly invariant 
under the supersymmetry transformation (3.3). 

A natural way to extend the KdV equation to a super­
symmetric system is simply to rewrite the KdV equation in 
terms of the superfield and the covariant derivative. In other 
words, one multiplies the KdV equation by 0 and supersym­
metrizes the result. For instance, OUt is then transformed 
into <l>t. However, such a superfield generalization is not 
always unique: indeed O( 6uu') is the fermionic part [when 
t(x) = 0] of either 3D 2(<I>D <1» or 6D<1>D 2<1>. Therefore, in 
order to construct the most general possible supersymmetric 
extension of the KdV equation, one must consider a linear 
combination of all the possible terms. This leads to the one­
parameter family of equations 

<1>, = - D6<1> + aD 2(<I>D <1» + (6 - 2a)D<I>D2<1> , 
(3.5) 

which will be referred to as the sKdV -a equation. In terms of 
the component fields, (3.5) is equivalent to 

u, = - U'" + 6uu' - att" , 

t,= -t'''+(6-a)t'u+atu'. 

(3.6a) 

(3.6b) 

This system represents the most general nontrivial super­
symmetric extension (with only one fermionic field and with 
no inverse power of the fields) of the KdV equation. [The 
case a = 0 represents an instance where the supersymmetric 
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extension is trivial. Another trivial case is obtained if, instead 
of a fermionic superfield, one considers a bosonic superfield 
of the form O(x,B) = u(x) + Bs(x). The superfield exten­
sion of the KdV equation would then be Ot 
= - D 60 + 60D 20, or equivalently Ut = - U"' + 6uu' 

and St = - S'II + 6(su)'. The triviality in these examples 
comes from the fact that the resulting system is linear in the 
fermionic field and, as a result, one of the two equations is 
simply the KdV equation itself.] 

Let us see whether (3.5) can be formulated as a Hamil­
tonian system. To investigate this point, consider first the 
supersymmetric extension of the first Hamiltonian struc­
ture. The extension of the corresponding Hamiltonian is 

KO) = ~ J [2et>(D<I»2 + D 2et>D 3et>] dJ.t, (3.7) 

where dJ.t = dx dB, f dB = 0, and f B dB = 1. (A bar over a 
quantity will be used to indicate its supersymmetric general­
ization.) It is easily verified that K (I) is a conserved quanti­
ty for the sKdV-a equation. [As usual the expression for a 
conserved quantity is unique modulo total derivative terms. 
Notice that here such terms are of the form D( . ), which 
contains as a special case the form D 2 ( • ). For definiteness, 
one assumes that the fields vanish sufficiently fast at infinity 
or are periodic functions of x.] The superfield version of the 
Poisson bracket (2.11) is 

{et>1,et>2} = -DI1::.., (3.8) 

where the subscript i refers to the set of variables (Xi ,Bi ) 

[that is, et>1 = et>(xl,BI)] and 

1::.. = (BI - ( 2 )c5(x l - X2) 

is the superdelta function, which satisfies 

J F(x l ,BI )1::..dJ.t1 =F(x2,B2 )· 

With (3.7) and (3.8) one finds 

(3.9) 

(3.10) 

et>t = {et>,K (I)} = - D 6et> + 4D<1>D 2et> + 2et>D 3et> . 
(3.11) 

Comparison of (3.11) with (3.5) shows that the first Hamil­
tonian structure exists only for the case a = 2. 

On the other hand, the superfield extension of the Ham­
iltonian JY (2) is 

K (2) = ~ J et> D<I> dJ.t ( 3.12) 

and it is also a conserved quantity for the sKdV-a equation. 
The Poisson bracket (2.12) generalizes to 

{et> iJet>2}= +D~ 1::..-cct>IDf 1::..- (4-c)(DIet>I)DI1::.. 

- 2(Dfet>I)1::.., (3.13) 

where c is an undetermined constant. This constant can be 
fixed uniquely by imposing the Jacobi identity. This gives 
c = 3. For this value, (3.12) and (3.13) yield 

et>t = {et>,K (2)} = - D 6et> + 3D 2(et>D et» , (3.14) 

and this is equivalent to Eq. (3.5) for a = 3. 
Therefore, there is no value of a for which the system 

(3.5) has a bi-Hamiltonian structure. Furthermore each 
possible Hamiltonian structure singles out a particular value 
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of a. This is a first indication that the sKdV -a equation might 
not be completely integrable for all values of a. Also at this 
point one can expect that if there exists a supersymmetric 
extension of the Miura map, the value a = 3 should be sin­
gled out. This will be considered in the next section. On the 
other hand, it is shown in Appendix A that it is possible to 
construct a fermionic extension of the KdV equation that 
has a bi-Hamiltonian structure. However, the resulting sys­
tem is not invariant under supersymmetry. 

IV. SUPERSYMMETRIC MODIFIED KORTEWEG-de 
VRIES EQUATION AND THE SUPER-MIURA 
TRANSFORMATION 

The simplest way of establishing the existence of an infi­
nite number of conservation laws for the sKdV -a equation, 
presumably for only a few particular values of a, is to search 
for an integrable deformation generalizing the Gardner 
transformation. Since the Gardner transformation contains 
in a particular limit the Miura transformation (when E --+ 00, 

with EW = v), it is natural to consider first the supersymme­
tric extension of the latter. But for this the superextension of 
the mKdV equation is required. Introducing the fermionic 
superfield t{!(x,B), defined in terms offield components as 

t{!(x,B) = Bv(x) + t(x) (4.1) 

[where t(x) is an anticommuting field, the superpartner of 
v(x)], it is simple to see that the generic form of the super­
symmetric mKdV equation is given by 

t{!t = - D6t{! + 3(Dt{!)D2(t{!Dt{!) 

+ (3 - b)(Dt{!)D(t{!D 2t{!) , (4.2) 

where b is an arbitrary constant. This equation will be called 
the smKdV -b equation. On the other hand, the Miura trans­
formation has a unique superfield extension, which is 

et> = D 2t{! + t{!Dt{! . (4.3) 

Consider now whether this transformation maps solutions of 
the smKdV-b equation into solutions of the smKdV-a equa­
tion for all or for some values of a and b. For this, the result of 
the application ofthe operator pj, the Frechet derivative of 
et> with respect to t{!, which is given by 

pj=D 2+t{!D+(Dt{!) , (4.4) 

on the smKdV-b equation must be compared with (3.5) 
when et> is replaced by (4.3). A straightforward calculation 
shows that the resulting two expressions are equal only if 
a = b = 3. Hence, as expected, the super-Miura transforma­
tion singles out the sKdV -3 equation. On the other hand, one 
can now expect that the smKdV -b equation has a supersym­
metric natural Hamiltonian structure only for the case 
b = 3. The corresponding Hamiltonian is given by K(2) 
with et> replaced by (4.3), that is, 

K(N) = ~ J [t{!(Dt{!)3 + D2t{!D3t{!]dJ.t. (4.5) 

With the Poisson bracket 

{t{!1,t{!2} = - DI1::.. , (4.6) 

it follows that 

t{!t = {t{!,K(N)} = -D6t{!+3(Dt{!)D 2 (t{!Dt{!), (4.7) 
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which indeed corresponds to the smKdV -3 equation. Actu­
ally ffj>(N) is a conservation law only for this particular value 
of b. Finally a direct consequence of the identity 

JlJDJlJt= _D 5 +3<1>D 2+ (D<I»D+2(D 2<1» , (4.8) 

where JlJt is the adjoint of JlJ, 

JlJt = - D 2 -1/ID + 2(D1/I) , (4.9) 

is that the super-Miura map is canonical. 
From these results it already appears that the sKdV-3 

and smKdV -3 equation are the natural supersymmetric gen­
eralizations of the corresponding bosonic equations in the 
sense that, for these specific cases, the supersymmetrization 
preserves most of the important properties of the original 
equations. This will be further confirmed in the following 
two sections. 

For completeness, the sKdV -3 and the smKdV -3 equa­
tions, their corresponding Hamiltonian structures, and the 
super-Miura map are written explicitly in terms of the com­
ponent fields. 

ForsKdV-3: 

the evolution equations are 

Ut = - u'" + 6uu' - 3ss", 

St = - S'" + 3(Su)'; 

the Hamiltonian is 

JY(2) = ! f dx(u2 - SS'); 

and the Poisson brackets are 

{u(x),u(y)} = -15'''(x-y) + 4u(x)I5'(x - y) 

(4. lOa) 

(4. lOb) 

(4.11) 

+ 2u'(xM(x - y) , (4.12a) 

{u(x),s(y)} = 3s(x)I5'(x - y) + s'(x)l5(x - y), (4.12b) 

{S(x), s(y)} = 15" (x - y) - u(x)l5(x - y) . (4.12c) 

For smKdV-3: 

the evolution equations are 

Vt = - v'" + 6v2v' - 3~(v~')', 

~t = - ~'" + 3v(v~)'; 
the Hamiltonian is 

and the Poisson brackets are 

{v(x),v(y)} = 15' (x - y), 

{v(x),~(y)} = 0, 

{~(x),~(y)} = -15(x - y). 

Finally, the super-Miura transformation is 

u = v' + v2 
- ~~', 

S=~' + v~. 

(4.13a) 

( 4.13b) 

(4.14) 

(4.15a) 

( 4.15b) 

(4.15c) 

(4.16a) 

( 4.16b) 

After a suitable rescaling, Eq. (4.10) can be shown to be 
equivalent to the sKdV equation obtained in Ref. 15 by re­
duction from the super-Kadomtsev-Petviashvili hierarchy. 
However, they differ from the "super"-KdV equations of 
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Kupershmidt 16 [cf. Eqs. (AS) ], which are not supersymme­
tric. 

V. SUPER-GARDNER TRANSFORMATION AND 
CONSERVATION LAWS 

The superfield extension of the Gardner transformation 
(2.7) is 

<I> = X + eD2x + e2xDx, (5.1) 
where X is a new fermionic superfield given by 

X(x,O) = Ow(x) + a(x) . (5.2) 

It is straightforward to verify that this transformation maps 
a solution of the super-Gardner equation 

Xt= -D 6X+3D 2(XDX)+c3(DX)D 2(XDX) (5.3) 

into a solution of the sKdV-3 equation. The form of the su­
per-Gardner equation can be uniquely determined from the 
requirement that it must interpolate between the particular 
sKdV and smKdV equations related by the super-Miura 
transformation, a special case of (5.1). En passant, one no­
tices that (5.3) does not have a natural Hamiltonian struc­
ture, with {XI,X2} = - D1a; this follows from the fact that 
for the sKdV -3 equation, the first Hamiltonian structure is 
absent (cf. the analysis of Ref. 17 for the bosonic case). 

The expansion of (5.1) and (5.3) in terms of 0 yields 

u = w + ew' + e2(w2 - 0'0") , (5.4a) 

S = a + eO" + e2aw, (5.4b) 

and 

W t = - w'" + 6ww' - 30'0'" + e2[6w2w' - 3a(uw)'] , 
(5.5a) 

at = - a'" + 3(aw)' + e2[3w(wa)'] . (5.5b) 

Since 0'0'" = (au)' and a(uw)' = (auw)', W t can be writ­
ten as a total derivative so that S w dx is a conservation law. 
By inverting the super-Gardner map, one then finds 

(5.6) 

and the quantities hn yield an infinite number of conserva­
tion laws for the sKdV-3 equation. As a corollary, the 
smKdV-3 equation and the super-Gardner equation (5.3) 
also have an infinite number of conservation laws. 

As in the bosonic case, the conservation laws with n odd 
are trivial. This can be seen as follows. First notice that 
S dx w = S X df.L. Then one writes X = X + + X- with 

(5.7a) 

- ~ 2n+ I"" X = ~ e ~2n+ 1 , (5.7b) 
n>O 

where Y n is a fermionic superfield whose 0 part is hn • These 
expressions are then substituted into (5.1). Since the left­
hand side is invariant under the change e-- - e, the part of 
the resulting equation that is odd in e must vanish. This leads 
to 
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x- = -e- 1Dln(1 + e2DX+) 

-e2(1 + e2DX+)-IX+DX-, (5.8) 

which is solved iteratively. The first term is a total derivative 
while the second term generates an infinite number of terms, 
all ofthe form X+ (DX+)mD3X+' But these terms can also 
be written as total derivatives, i.e., 

(m + l)X+(DX+)mD3X+ 

=D[D(x+(DX+)m+l)- (m+2)-I(DX+)m+2]. 
(S.9) 

This establishes the triviality of the conservation laws for n 
odd. For n even, one has 

<I>"",X+ + e2x+ DX+ + ... , (5.10) 

so that 

X+ "'" L e2n(<I>(D<I»n + . "). (5.11 ) 
n;.O 

Since the first term cannot be written in the form of a total 
derivative, the conservation laws for n even are necessarily 
nontrivial. The explicit expression of the first few conserva­
tion laws is 

Ho = ~ f <I> dJl = ~ f dx U , 

H2 = ~ f <l>D<I> dJl = ~ f dx(u
2 

- ss') , 

H4 = ~ f (2<1> (D<I» 2 + D 3<1>D 2<1»dJl 

= ~ f dx(2u3 + (U,)2 - s's" - 4uss'), 

H6 = ~ f (5<1> (D<I» 3 + lO<I>(D 3<1»2 

- 6<1>D 2<1>D 4<1> + D 4<1>D 5<1»dJl 

= ~ f dx(Su4+ lOu(u,)2- (U")2-S"S'" 

+2us's" +8uss"'-ISu2ss'). (5.12) 

In principle these conservation laws can be obtained by the 
inversion of the super-Gardner transformation. However, 
this is certainly not the most efficient approach. At this 
point, the simplest way is to start from the bosonic version of 
the conservation laws and to supersymmetrize them. But 
since the superfield generalization may not be unique, some 
coefficients remain undetermined. Then one adds all the oth­
er possible distinct terms that have the same degree but van­
ish after the () integration when S = o. (For instance, this is 
the case for the third term in the superfield expression of 
H6 .) Obviously the coefficient of these terms is also undeter­
mined. Then the undetermined coefficients are fixed by the 
condition dHn/dt = 0, where the time derivative is elimi­
nated by means ofthe field equation.9 [In this context, two 
terms are distinct if they are not equal modulo a total deriva­
tive term. Also notice that deg D k<l> = ~ + k /2 (and 
deg () = - D.] 

It should be pointed out that all the conservation laws 
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obtained above are bosonic. It is natural to ask whether there 
are also fermionic conservation laws (with half-integer grad­
ing). However, notice that the super-Gardner deformation 
does not imply the existence of an infinite number of fer­
mionic conservation laws because 0", in (S.Sb) cannot be 
written in the form of a total derivative. This is probably an 
indication that only a finite number of them exist. The only 
fermionic conservation law found for the sKdV -3 equation is 
f S dx, although an extensive search for them has not been 
performed. 

As a final comment on the conservation laws, we men­
tion that the absence of a bi-Hamiltonian structure implies 
the absence of a supersymmetric version of the Lenard recur­
sion formula. 

VI. ASSOCIATED LINEAR PROBLEM 

As in the bosonic case, one now tries to linearize the 
super-Miura transformation in order to relate the sKdV-3 
equation to a linear eigenvalue problem and from them ob­
tain a Lax representation. The component version of the su­
per-Miura relation (4.16) can be linearized by means of the 
substitution 

v =y'/y, ~= t/J/y, 

where t/J is an anticommuting field. This leads to 

(a!-u)y= -St/J, 
t/J'=Sy· 

(6.1 ) 

(6.2a) 

(6.2b) 

Differentiation of the second equation followed by the sub­
stitution a; -+ a! - A yield 

(a; -U-A}y= -tt/J, 

(a; - A)t/J = (Sy)' . 

(6.3a) 

(6.3b) 

This is our candidate for the linear eigenvalue problem asso­
ciated to the sKdV -3 equation. 

The superfield expression of (6.1) is 

t/J = D In A , (6.4) 

where A is a bosonic superfield, whose expansion in terms of 
() is 

A(x,(}) = y(x) + (}t/J(x) . (6.5) 

Equation (6.4) is nothing but a super-Cole-Hopf transfor­
mation. In terms of A, <1>, and D, the linear eigenvalue prob­
lem (6.3) can be written in the form 

IA=AA, 

where 

I = D4 - (D<I» + <l>D. 

(6.6) 

(6.7a) 

Hence I should be the first member of the Lax pair of the 
sKdV -3 equation. The second member should then be 
P3 = - 4(I)3~. To calculate P3 one introduces the formal 
square root of L, defined by the series expansion 

(6.8) 

where the coefficients Ci are fermionic (resp. bosonic) if i is 
odd (resp. even). The rules for operating with D - n follow 
directly from the formula 1

•
IO 

Pierre Mathieu 2503 



                                                                                                                                    

a;nf= f (- )j(n+~-I)f(j)ax-n-j (n>O) 
j=O J 

(6.9) 

(where J< j) = a fJ), and the identities D - 2n = a x- nand 
D - 2n - 1 = D a x- n - I. 

The coefficients Cj are determined by setting J2 = l. 
This gives, for the first few coefficients, 

C_ 2 =1, C_I=CO=O, CI =<I>/2, 

C2 = - DeI>/2, C3 = - D2<1>/4, C4 = D3<1>/4. 
(6.10) 

With these values, one finds thatP3 = - 4(JI) + is given by 

P3 = - 4D 6 + 3(D 3<1» - 3(D 2<1»D 

(6.7b) 

Then a straightforward calculation shows that the Lax equa­
tion 

(6.11 ) 

is indeed equivalent to the sKdV -3 equation. Notice that the 
Lax pair can also be written in the form 

I = D· (D 3 
- <1» , 

P3 = D· ( - 4D 5 + 3D 2'<1> + 3<1>D 2) , 

( 6.12a) 

(6.12b) 

where D·<I> = (Del» - <l>D. The expressions in parentheses 
in (6.12) are the direct superfield extensions of the corre­
sponding bosonic operators [cf. Eq. (2.2)]. 

As in the bosonic case one can expect that the Lax repre­
sentation will imply the existence of an infinite number of 
conservation laws that, intuitively, should be given by 

S Res J k df.l, where Res is the coefficient of the D -I term. 

This is indeed the case and, since df.l and Res J k are both 
fermionic, the resulting conservation laws are bosonic; in 
fact they agree with those obtained previously via the super­

Gardner deformation. To prove that S Res Jk df.l is a con­
servation law, one first notices that (6.11) can be written in 
the form 

J~ = [ - 4J3+ ,J k ] . (6.13) 

Therefore it follows that 

at Res Jk = Res J~ = Res [ - 4J3+ ,J k ]. (6.14) 

Then the result is a consequence of the general fact that in 
the expression of the commutator of two pseudodifferential 
operators, the coefficient of the D - 1 term can be written 
under the form of a total superderivative. This is demon­
strated by direct calculation, and the proof is contained in 
Ref. 15. In fact, at this point the present work makes contact 
with the one of Manin and Radul15 on the super-Kadomt­
sev-Petviashvili (sKP) hierarchy. They constructed the 
sKP hierarchy via Lax equations for operators with super­
derivatives, and since the hierarchy contains the sKdV-3 
equation as a special case, their results can be applied direct­
ly to the present case. 

By a straightforward extension of the argument present­
ed in Ref. 10, one can prove that the flows defined by the 
different I k/2 all commute with each other (see Appendix 
B). This automatically implies the involutivity of the conser­
vation laws Hn with respect to the second Hamiltonian 
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structure. 
We now comment on the possibility of representing the 

sKdV-a equation for a#3 by a Lax pair. To investigate this 
point one considers a generic Lax pair with the same struc­
tlue as (6.7), but with each term multiplied by an undeter­
mined coefficient. The consistency of the Lax equation fixes 
the possible values of these coefficients. In this way one finds 
only two possible solutions, namely the Lax pair (6.7), asso­
ciated with the sKdV -3 equation, 18 and the Lax pair 

£ = D4 - (Del» , (6.15a) 

1'3= -4D 6 +6(DeI»D 2+3(D 3<1» = -4£32, 
(6.15b) 

which furnishes a representation of the sKdV-O equation. 
However, the triviality of this system has already been point­
ed out. Here, it is reflected in the fact that in the expression 
for £1/2, all the C;'s with i odd are identically zero. As a 

result, Res £ k/2 = 0 so that this particular Lax representa­
tion does not imply the existence of an infinite number of 
conservation laws, i.e., it is trivial. (However, notice that for 
the sKdV -0 equation there exists an infinite sequence of con­
servation laws: these are just the KdV conservation laws. 
But obviously they are not invariant under supersymmetry.) 
Therefore the sKdV-a system has a nontrivial Lax represen­
tation only for the case a = 3. 

Finally notice that the operator I can be factorized un­
der the form 

I = (D 2 + D·t/!)(D 2 - D·t/!) , (6.16) 

where t/! is related to <I> by the super-Miura transformation 
(4.3). This factorization suggests that the smKdV-3 equa­
tion should be associated to the eigenvalue problem 

(D 2 + D·t/!)A I = [X" A 2 , 

(D 2 - D·t/!)A2 = [X" AI, 

where the Aj are bosonic superfields. 

VII. CONCLUSION 

(6.17a) 

(6.17b) 

By considering a fermionic extension of the KdV equa­
tion, invariant under a supersymmetry transformation, we 
have obtained a one-parameter family of coupled equations 
for a commuting and an anticommuting field. This system 
has been shown to be completely integrable only for a specif­
ic value ofthe parameter (i.e., the sKdV-3 equation). Spe­
cifically, for this particular case it has been shown that (1) 
there exists an infinite number of conservation laws; (2) 
there exists a Hamiltonian structure, with respect to which 
the conservation laws are in involution; and (3) there is a 
Lax representation. These results are actually true for an 
infinite sequence of equations, the sKdV hierarchy, in which 
the mth equation can be written as 

<l>t = {<I>,H2rn }, (7.1) 

with the Poisson bracket (3.13) with c = 3 or equivalently 
as 

It = [I<im + I )12,I]. (7.2) 

From this hierarchy, a new integrable hierarchy can be de­
fined that also has the above properties. The mth equations 
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in the two hierarchies are related by the supersymmetric ex­
tension ofthe Miura map given by (4.3). 

Notice that the super-KdV equation (4.10) is not the 
only integrable simple fermionic extension of the KdV equa­
tion. (A simple fermionic KdV extension refers to a com­
muting KdV field coupled to a single anticommuting field. ) 
Another such system is the one proposed by Kupershmidt 
[cf. Eqs. (AS)]. However, as already mentioned, this sys­
tem is not invariant under a supersymmetric transformation. 
A Painleve analysis19 suggests that among all systems of the 
form 

U, = - U", + 6uu' - 3ss" , 
SI = - CS'" + bs' u + a SU' , 

(7.3a) 

(7.3b) 

c,£: 0, only the systems (4.10) and (AS) are integrable. It is 
remarkable that these two equations can be formulated as 
Hamiltonian systems with the Poisson brackets ( 4.12) of the 
second Hamiltonian structure. In Ref. 20, it was shown that 
via the second Hamiltonian structure, the KdV equation can 
be related to the Virasoro algebra. A similar relation holds 
between (4.1 0) and (AS) and the super-Virasoro algebra. 2 

This connection comes as follows. One considers the fields to 
be periodic functions of x and expands them in Fourier se­
ries. The substitution of these series into the various field 
Poisson brackets yields a well-defined algebra for the Four­
ier components. This algebra turns out to be exactly the (su­
per- ) conformal algebra with a central extension, realized in 
terms of Poisson brackets. 

More complicated integrable fermionic extensions of 
the KdV equation (with or without an extended supersym­
metry invariance) are considered in Refs. 21-23. 
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APPENDIX A: A NONSUPERSYMMETRIC BI­
HAMILTONIAN SYSTEM 

In this appendix it is shown that by relaxing the condi­
tion of in variance under supersymmetry, one can find a sys­
tem of coupled equations for a commuting and an anticom­
muting field for which a bi-Hamiltonian structure exists. 
Consider first a general fermionic extension of the Hamilto­
nian associated with the second Hamiltonian structure: 

2(2) = ~ f dx(u2 + coSS') , (Al) 

where Co is a numerical constant, and ~2) is homogeneous 
with respect to the grading deg a! u = 2 + k and deg a! s 
= ~ + k. As a complement to the Poisson bracket (2.12), 

explicit expressions for the Poisson brackets {u(x),S( y)} 
and U(x),S( y)}arerequired. Compatibility with the above 
grading fixes their form to be 

{u(x),S( y)} = a IS(x)t5'(x - y) + azt'(x)t5(x - y) , 
(A2a) 

U(x),S( y)} = a3u(x)t5(x - y) + a4t5" (x - y) . (A2b) 

Substitution of these expressions into the various Jacobi 
identities yields a l = 3, a2 = 1, a3 = - a4 = K, where K is 
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arbitrary. [For K = - 1, one recovers ( 4.12).] The grading 
also fixes the general form of the fermionic extension of the 
Hamiltonian 7t' <H: 

2(1)= ~f dX[(U')2+2u3+C1S'S" +c2Uss']· (A3) 

The corresponding Poisson brackets are (2.11) and 

{u(x),S( y)} = 0, U(x),S( y)} = c3t5(x - y) . (A4) 

The various constants are determined by equating the evolu­
tion equations obtained by these two different Hamiltonian 
structures. One gets in this way K = 4/ co, C I = 4co, C2 = 6co, 
and C3 = lleo. Clearly Co can be absorbed in a redefinition of 
the anticommuting field. Setting then Co = 1, one finally ob­
tains 

Ut = - u", + 6uu' + 3SS" , 
(AS) 

St = - 4S'" + 6S'u + 3Su' . 

The system (AS) was first described by KupershmidtI6 

(who also proved its complete integrability) and rederived 
from a different point of view by Giirses and OguZ. 21 

APPENDIX B: COMMUTATIVITY OF THE FLOWS 

Introducing an infinite number of time variables 
(t1,t3, ... ), defined by 

a,.fJ = [I k-t2,I ] , (Bl) 

one proves the commutativity of the flows defined by I k/2 

(and hence the involutivity of the corresponding Hamilto­
nians) by establishing the equality 10 

a,.a,l = alla,.I . (B2) 

For this one uses the fact that (B 1) is equivalent to 

a,Jm = [J k
+ ,Jm] , (B3) 

where J = I 1/2. Therefore it follows that 
- k - k-atla,.L = [a,l + ,L] + [J + ,a,IL] 

= [[JI+,Jk]+,I] + [J,,+,[JI+,L]]. 

Using the Jacobi identity, one then finds 

alla,.I - al.a,II = [B,L] , 

where 

(B4) 

(BS) 

B= [J I+ ,Jk ]+ - [J,,+ ,J I ]+ + [J,,+ ,J I+]. (B6) 

Now, since 

[J I+ ,Jk ] + = [Jk,J I_ ] + = [J,,+ ,J I_ ] + , (B7) 

whereJI_ =JI _J1+, Bbecomes 

B = [J k+ ,JI_ ] + - [J k+ ,J / ] + + [J,,+ ,J1+ ] 

= - [J,,+ ,J I+]+ + [J,,+ ,J I+] =0. (B8) 

This proves (B2). 

'For a review. see Yu. I. Manin. J. Sov. Math. 11. I (1979). 
2p. Mathieu. Phys. Lett. B 203.287 (1988). 
3p. Lax. Commun. Pure Appl. Math. 21. 467 (1968). 
41. M. Gelfand and L. A. Dickii, Funct. Anal. Appl. 10.259 (1976). 
5C. S. Gardner. J. M. Greene. M. D. Kruskal. and R. M. Miura. Phys. Rev. 
Lett. 1'. 1095 (1967). 

6R. M. Miura, J. Math. Phys. '. 1202 (1968). 
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70riginally (2.3) was obtained by the substitution u - U + A which is al­
lowed by the Galilean invariance of the KdV equation. However, this in­
variance does not hold for the higher analog of the KdV equation to be 
introduced below. 

8R. M. Miura, C. S. Gardner, and M. D. Kruskal, J. Math. Phys. 9, 1204 
(1968). 

"M. D. Kruskal, R. M. Miura, C. S. Gardner, and N. J. Zabusky, J. Math. 
Phys. 11,952 (1970). 

lOG. Wilson, Math. Proc. Camb. Philos. Soc. 86,131 (1979). 
lIC. S. Gardner, J. Math. Phys. 12, 1548 (1971). 
12F. Magri, J. Math. Phys. 19, 1156 (1978). 
13B. A. Kupershmidt and G. Wilson, Invent. Math. 62, 403 (1981). 
14V. E. Zakharov and L. D. Faddeev, Funct. Ana\. App\. 5, 280 (1971). 
l~yU. I. Manin and A. O. Radul, Commun. Math. Phys. 98, 65 (1985). 
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16B. A. Kupershmidt, Phys. Lett. A 102, 213 (1984). 
17B. A. Kupershmidt, J. Math. Phys. 22, 449 (1981). 
18Actually, the Lax representation for the sKdV-3 equation is degenerate 

since by using L = D4 - cl>D one also recovers (4.10). This is the repre­
sentation given in Ref. 15. It can be obtained from the super-Miura map 
with the transformation", = D In DE, where :e: is a fermionic superfield. 

1'1'. Mathieu, Phys. Lett. A 128, 169 (1988). 
20J. L. Gervais and A. Neveu, Nuc\. Phys. B209, 125 (1982); J. L. Gervais, 

Phys. Lett. B 160, 277, 279 (1985). 
21M. Giirses and O. Oguz, Lett. Math. Phys. 11, 235 (1986). 
22B. A. Kupershmidt, J. Phys. A 17, L869 (1984). 
23C. A. Laberge and P. Mathieu, "N = 2 superconformal algebra and inte­

grable 0(2) fermionic extensions of the Korteweg-de Vries equation," 
preprint. 
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In this paper it is shown that a coherent-state path-integral treatment significantly simplifies 
the analysis of the Lee model, including higher sector calculations. The method may be 
applicable to more general field theories. However, the special properties of the Lee model 
allow the results to be displayed in closed form. 

I. INTRODUCTION 

The application of coherent-state and path-integral 
techniques to problems with large quantum numbers is well 
known in many fields of physics. In quantum field theory 
these methods are especially useful in integrating certain 
subsets of dynamical field variables within detailed micro­
scopic theories to obtain effective action formulations at 
more phenomenological levels. 1 

We have developed a general formulation of quantum 
field theory in terms of coherent-state path integrals for the 
elements of the U and S matrices in a coherent-state basis. A 
detailed description of this formulation was developed in 
Ref. 2. Because this formulation is primarily in terms of the 
elements of the U and S matrices, rather than the Green's 
functions (as has been most widely used previously) it lends 
a powerful formalism for dealing with spontaneous symme­
try breaking in quantum field theories. We have previously 
emphasized the convenience of this formulation in treating 
quantum field theories with classical coherent-state conden­
sates (solitons, vortices, etc.) in Ref. 3. 

We illustrated this formulation with its application to 
the quantum field theory of the scalar meson interacting 
with heavy nucleons in Ref. 2. The renormalization and scat­
tering amplitudes were calculated very straightforwardly to 
obtain agreement with well-known results. 

Extension to the next simplest model quantum field the­
ory, the Lee model (Ref. 4), involves considerably more sub­
tle complications. The scalar meson theory shares with QED 
the characteristic that the only conserved charge is fermion 
conservation, which is not carried by the meson field in the 
Abelian theory. On the other hand, the Lee model shares, 
along with QCD and chiral field theories, the additional 
characteristic that the meson fields carry non-Abelian 
charges. 

It is this additional complication that causes the exten­
sive algebraic difficulty in analyzing the Lee model, especial­
ly when one discusses the higher sectors of the model. 

In this paper we show that the coherent-state path-inte­
gral treatment simplifies the analysis of the Lee model. We 
are able to identify an algorithm that associates with every 
fully dressed V-particle line a renormalization factor Z and 
that associates with every fully dressed internal V particle 
line a factor Z Z R (e), where e is the energy denominator as 
determined by old-fashioned perturbation theory comprised 

of fully renormalized physical-particle energies. This allows 
us to use a simple diagrammatic approach in the analysis. 

In Sec. II we recapitulate the construction of the coher­
ent-state basis necessary to establish notational formalism. 
In Sec. III we construct the matrix elements of the U and S 
matrices and determine (a) the mass and wave-function re­
normalizations, (b) the N-fJ scattering amplitude, and (c) 
the coupling constant renormalization. In Sec. IV we discuss 
higher sectors of the Lee model and the relevance of certain 
aspects of our treatment to further problems. 

II. COHERENT STATES OF THE MESON FIELD 

The Lee model has a nucleonlike fermion field of two 
states, N and V, interacting with a mesonlike boson field fJ as 
V-N + fJ. We will be interested in coherent states of this 
meson field that are eigenstates of the pure annihilation op­
erator part of the fJ(x,t) field operator: 

(1) 

where f!J(x,t) is a c-number coherent-state wave function 
that is well behaved with respect to the inner products that 
will be required of it. The coherent states are generated by 
the operator exp l:t,6 as 

el:~(t)IO) = If!JU», 

(OU)le-l:·(t) = (f!JU) I, 
(2) 

in which 10) is the Fock-space vacuum state. The operator 
l:t,6 is constructed from the dynamical field operators fJ as 

l:t,6U) = (fJU),f!JU» - (;U),fJU»), (3) 

in which the inner product of fJ with f!J is 

fy 

(f!JU),fJ(t»)=i J d 3xf!J*(x,t)a o fJ(x,t). (4) 

Coherent states of the fJ field constructed this way satis-

(f!J(t) Ix(t» = exp[ - ~(f!J(t),f!J(t») - ~(x(t),XU») 

+ (f!J(t),X(t»)]· (5) 

They form an overcomplete set on which the resolution of 
unity is a functional integral 

1 = J D;f!J 1f!J(t»(f!J(t) I, (6) 
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in which the differential element has the forms 

D 2¢J D Re ¢J DIm ¢J D¢J D¢J* 
-;;:- = fiT fiT =.ff1i.ff1i' 

(7) 

In terms of the coefficients /3 k for expansion of ¢J in a com­
plete basis 

D¢J = II (d/3k) = d/3kl d/3k2 d/3k3 .... (8) 

fiT k fiT fiT fiT fiT 
All the relations for the coherent states mentioned 

above apply for any operator-valued field 0 satisfying ca­
nonical equal-time commutation relations and the associat­
ed conserved currents. We will be interested in coherent 
states of free asymptotic fields; in such a case the inner prod­
ucts [Eq. (4)] are based on conserved currents offree fields 
and thus are independent of time. 

Choosing a complete set of positive-energy free-particle 
normal modes {¢Jk}' orthonormal as (¢Jk,¢Jq) = tl3 (k,q), to 
expand both 0 as 

Ok,in = (¢Jk,Oin) 

and ¢J as 

/3k (t) = (¢Jk (t),¢J(t)), 

the coherent-state generator l:", in is expanded as 

l:"'in (t) = (Oin (t),¢J(t») - (¢J(t),Oin (t») 

= L [OLn /3dt) -/3t(t){}kin]' 
k 

The coherent states generated are 

1¢J(t) );n = el:~;n(l) In)in 

= II /'LnPk(l)e-(1/2)IPk (l)I'IO);n 

k 

=II [2: /3k(t)n
k 

Ink);n] e-(I/2)IPk(l)I'. 

k nk N 

(9) 

( 10) 

(11) 

The usual Fock-space in states are obtained from these co­
herent states as 

Ink" ... ,nk ,· .. in = -- ---e ¢J in "'=0 , ) II ( a )"k 1 (I12)ltIk(t)I'I) I 

k a/3k N =Pk 
(12) 

where nk is the number of quanta in the k th mode, and the t 
dependence has been suppressed, since it vanishes after the 
¢J --+ 0, /3 k --+ 0 limit. The usual S-matrix element between such 
states is similarly 

= II (~)"k(~)nq~ 
k.q a/3 k a/3q 

X e(l/2)(IPkl' + IPql') (A.IIA.)· I 
out 'f' 'f' ID '" = 0 ' 

(13) 

="" 
with /3 Ie (t) = (¢Jk (t),¢J' (t»). 

The coherent-state wave functions that we are interest­
ed in all satisfy free-field wave equations and we have defined 
all the inner products in terms of free-field conserved cur­
rents. This ensures that the S-matrix element in the coherent 
state basis is the limit 
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lim out (¢J'(t') 1¢J(t»in = lim (¢J'(O) iU(t',t) I¢J(O», 
t- - 00 t_ - 00 

(14) 

where 
U(t I,t) = eiH",' e- iH(I' - t) e- iH"I, (15) 

with H = Ho + H I the full interacting Hamiltonian and Ho 
the free-field Hamiltonian. See Ref. 2 for a careful and thor­
ough discussion of the time dependence of operators with the 
use of asymptotic free fields and their currents in construc­
tion of coherent-state S-matrix elements. In terms of the 
above limits the S-matrix element is 

out (nk, , ... ,nk, .. ·lnq, , ... ,nq,· .. );n 

III. REPRESENTATION OF U AND S MATRICES IN 
COHERENT-STATE BASIS 

The dynamical field operators of which H, Ho, and H' 
are constructed are assumed separated into pure creation 
and annihilation parts as 0 = 0+ + 0_. A normal ordering 
is defined so that in coherent-state matrix elements the anni­
hilation parts act to the right on their eigenstates as 
0+ (x,t) I¢J(O) = O(x,t) I¢J(O» and the creation parts act 
correspondingly to the left on their eigenstates. If there is no 
non-Albelian conserved current in the interaction Hamilto­
nian this leads straightforwardly to infinitesimal-time-inter­
val U-matrix elements in which the exponential operators 
can be replaced by a c-number functional as 

(¢J' (0) Ie - iEH'(9_ ("),9+(t))I¢J(0)) 

= (¢J' (0) 1¢J(O»e - iE8'(""(I'),"'(I»). (17) 

Because this matrix element is first order in the infinitesimal 
€ we have some liberty as to specifying its time arguments; 
for example, it might be convenient to label them 
H'W(t + €),¢J(t») in the exponent, or HI(¢J'(t),¢J(t» also. 
This hardly made the previous treatment of the scalar meson 
QFT different in this aspect from the familiar treatment of 
the external-current bremsstrahlung problem. 

The Lee model4 has a conserved current in the interac­
tion H I that makes it quite different from the previous simple 
cases. In the Lee model the Hamiltonian is 

H=Ho+H ', 

+ 2: {tim v V! Vp + tlmNN!Np}, (18) 
p 

where the momentum dependence of energies of the heavy V 
and N fermions is ignored and the 0 meson energies are 
(J)k = ~k 2 + p,z. The physical masses are m v, mN , and p, 
while tim v and tim N are physical mass minus bare mass cor-
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rection terms. The coupling constants and regularizing form 
factor I( k) are presumed chosen so that no ghost state re­
sults.4 This ensures that the Hamiltonian remains Hermitian 
and the S matrix unitary.4 The nonvanishing equal-time 
commutation relations are 

{Nq,NP = {Vq,VP = [Oq,On = 83 (q,q'). (19) 

It is convenient to introduce an (incomplete) isospin­
operator notation with 1/1 = (1) and r ± the usual raising! 
lowering operators whose action and normalization are de­
scribed by r + r _ 1/1 = Vand r _ r1/l = N. 

With this notation 

Ho = I 1/I;m1/lp + I {Ukatak, 
p k 

+ I I{1/I;-kgkak1/lP + 1/I;+kg!a!1/Ip}, 
p k 

where 

m = m Nr _ r + + m vr + r _, 

8m = 8m Nr _ r + + 8m vr + r _ 

gk = AI(k)r +/~2{Uk . 

The time dependence of the in-state field operators is 

a
k 

(t) = a k (O)e - iWk', Np (t) = Np (O)e - imN', 

Vp (t) = Vp (O)e - imv' , 

with physical masses mN and mv' 

(20) 

(21 ) 

The most expeditious way to construct the U- and S­
matrix elements in the coherent-state basis is to expand the 
operator Texp[ - is dt H'(t)], insert complete sets of co­
herent states between each interaction, and integrate all or­
dered time partitions. It is useful to define 

(22) 

wherewk = {Uk + mN - mv' Then the matrix element ofH I 
between coherent states of the (J field and single fermion field 
labeled by their momenta PI andp, are 

(P,t/J, IH'(ti) Iplt/J/) 

= I d
3
x /X'(PI-P,)("" I"" ) 

(21T)3Z '1', '1'1 

x[ -8m+ + (gk(t;)Plk +gi(t;)P~d], (23) 

where the Plk'S are the expansion coefficients of the coher­
ent-state wave function t/JI in the basis of (J-particle in-states 
t/Jk' as in Eq. (9). 

The S-matrix element that determines the wave func­
tion and mass renormalizations is 

+ ( - i)2 f~~: dt2 f~ _ 00 dtl I D;I 

xI (P1t/JIIH ' (t2)iplt/Jl) 
p, 
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x (P1t/JIIH'(tI) ipt/J)19=O=;' +''', 

= 8!.p {I + i8m(t' - t) + J... (i8m(t' - tW 
Z 2 

"" t [t I - t (- ;@k(" - ') 1] } - £",gkgk -._-- e - ) + .... 
k l{Uk 

(24) 

Terms like exp ( - iWk (t I - t» are dropped by the Rei­
mann-Lebesgue lemma as the averaging to zero of rapid 
oscillations in large-time limit. Identifying 8m as second or­
der in the coupling constant A, and g as first order, only 
terms of even order survive in the above matrix element 
when t/J = 0 = t/J'. Within the large brackets we haveS 

1 + i(t' - t) [8m + I g~g!] - I g~~t 
k {Uk k {Uk 

_ (t' - t)2 [8m2 + 8m I g~g! 
2 k Wk 

+ (I g~g!) 8m + I g~g! I g~g:] 
R Wk k {Uk q Wq 

The leading powers of (t I - t) in every order of A sum into 

which we set to unity by requiring the mass renormalization 
condition 

(26) 

This requirement, in fact, also cancels all dependence on 
(t ,_ t) in the remaining terms in every order of the cou­
pling; leaving only the terms independent of (t I - t). In the 
2nth order term of our matrix element the time- independent 
term is (-l'.kgkgtlW~ )". These terms sum to give the 
wave-function renormalization constant: 

(27) 

These are the familiar renormalization conditions obtained 
by other more familiar methods. In our isospin notation 
gkgt is proportional to the V-particle projection operator 
r + r _. Thus ZN = 1, 8mN = 0, and only the V particle is 
dressed by the interaction and renormalizes. 

Scattering of a (J particle in momentum state k by an N 
particle in momentum state p into final states of momenta k I 

and pi, respectively, is determined from the S-matrix ele­
ment 
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(k'p'ISlkp) 

= {_B_ ~ eO/2)(IP' •. I' + IP.I') 

BPi· BPk 

x (P'¢'I7" _7" +U(t' - t)7" _7" +Jp¢)lt~::} Iql,=o=ql 

= (Plk I IL7"+U(t'-t)7"_7"+Jp,k)1 t'-a> . 
t- - 00 

(28) 

The development of the S-matrix element for N-O scattering 
can be traced easily through diagrams because of the severe 
constraints of current conservation in this model. After mass 
and wave-function renormalization, the Born approxima­
tion matrix element is obtained from 

- (P'¢'IL7" + f' dt2 f' dtl H'(t2)H'(t l )L7" + Jp¢) 

= 21Ti~(Wk' - Wk )~!+ k,p' + k' 

xup,gl, -d- gk (¢'I¢){3 i"f{3k Up 
Wk 

(29) 

by the process of Eq. (13) as 

(p'k 'IS Jp,k }Bom 

= i21T{j(Wk' - Wk )~;+ k,p' + k' up,gl, (lIO>k )gkUp, 
(30) 

where gk = gk (t = 0). The diagram for this process is Fig. 
1 (a). 

(a) 

g~1 

( It) 

=====--J()( + 
(-8m) 

--, 
/' "-

/ \ 
! \ 

FIG. 1. (a) This diagram can be viewed as the unrenormalized Born ampli­
tude diagram for N-9scattering where the dashed lines represent 9 particles, 
the single straight lines represent N particles, and the double straight lines 
represent the unrenorma1ized V particle. This same diagram can be viewed 
as the renonnalized skeleton diagram for V-9 scattering in which the double 
straight lines represent fully dressed renonnaiized V particles. The dressing 
of the V-particle line is accomplished by the sum of all possbile corrections 
of the kinds shown in Fig. I (b). (b) The mass corrections and N-B bubble 
insertions which, when inserted in a V-particle line and summed over all 
possible combinations, yield the fully dressed V-particle line. 
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Current conservation restricts the action of H' in high­
er-order corrections to the insertion of all possible combina­
tions of t)m and N-O bubbles in the internal V-particle line of 
the Born term, Because t)m has been identified to have a 
definite order of NOV coupling strength, viz" t)m 

= -l:kgkgl!O>k, the sum of all possible combinations of 
t)m and the N-O bubble Bk = l:qgqg:/(O>k - O>q )O>k) ina V­
particle line of momentum k + P of total order n is 

i e) (-t)m)/B"-I=(--d-t)m+Bk )", (31) 
1=0 Wk 

The 1/0> k with t)m is the associated propagator as in Fig. 
1 (b), which Bk already has. The N-O bubble and t)m com­
bine as 

_ ~ t 1 
- ~gqgq------------

q Wq (Wk - wq ) 
(32) 

The sum of all orders N then gives for the total S-matrix 
element 

where 

= i21Tt)(Wk' - Wk )t); + k,p' + k' up,gl, 

X -d- Z(O>k )gkUp' 
W k 

(33) 

t 
Z-I(O>k) = 1 + I _ gqgq (34) 

q Wq (Wq - Wk) 

The S-matrix element for N-O scattering in Eq. (33) is of 
the form of the Born amplitude times Z(O>k)' which con­
tains a logarithmic divergence. This divergence is removable 
by coupling-constant renormalization in which the bare cou­
pling constant is replaced by A..JZ = A. R everywhere and a 
subtraction replaced the logarithmic divergent expression in 
Eq, (34) by the convergent expression (sincegq ex: lI.,foi;) 

Z-I(O>k) =Z-I[l +O>kZI -2 gqg: ] 
q Wq (Wq - Wk) 

(35) 

We have chosen the subtraction point to be where 
Z -1(O>k = 0) = Z -I, thereby avoiding the necessity ofin­
troducing any new quantities that require phenomenological 
identification, Again, these results are the same as those ob­
tained by usual methods. 

Because ofthe severely constrained structure of the Lee 
model and the uniform structure of our expansions we are 
able to identify a very useful algorithm for extending these 
renormalization results to more complicated processes. The 
algorithm associates with every fully dressed external V-par­
ticle line a factor Z and with every fully dressed internal V­
particle line a factor ZZR (e) in which e is the energy de­
nominator associated with the internal V line, as by (old­
fashioned) perturbation theory comprised of fully renor-
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malized, physical-particle energies. All energy 
denominators are determined this way in the skeleton dia­
grams built of these fully dressed particle lines. 

Our presumed condition on the coupling constants and 
the form factor ensure that Z -I (e) never vanishes. There­
fore only a single, physical V-particle state exists (no ghost 
states) and the S matrix is unitary. 

A similar perturbation analysis in terms of fully renor­
malizable quantities was developed by Ruijgrok6 for a more 
sophisticated model that includes the Lee model as a special 
case. 

IV. APPLICATION OF THE ALGORITHM TO OTHER 
PROCESSES AND OTHER SECTORS 

The treatment of the Lee model in the N-8 sector by our 
path integral in the coherent-state basis has led to an algo­
rithm with which the familiar results in that sector are cor­
roborated. This algorithm can now be extended to processes 
in the V-8 and VoN sectors. There are two processes of inter­
est in the V-8 sector: V-8 elastic scattering and 8 productiOlt' 
in V8-+N88. In the VoN sector there are also two processes 
of interest: VoN elastic scattering and 8 production in 
VN-+NN8. 

Our path integral for U- and S-matrix elements in the 
meson coherent-state basis gives sums of terms that corre­
spond to the old-fashioned perturbation theory diagrams for 
the expansion of the U- or S-matrix operator in ordered time 
integrations of powers of the interaction Hamiltonian. The 
charge conservation restrictions and the extreme nonrelativ­
istic fermions of the model limit the classes of diagrams to 
manageable sets. In the N-8 sector the sum of all allowed 
subdiagrams inserted into external V particle lines just leads 
to wave-function and mass renormalization of these lines. 
The sum of all allowed subdiagrams inserted into the inter­
nal V-particle line in the N-8 scattering S-matrix element 
leads to coupling-constant renormalization and multiplica­
tion of the internal V line by the finite factor Z R (iiJ k) de­
scribed in Eqs. (33 )-( 35). With suitable generalization and 

I 

where 

Here ii/ = iiJk" iiJ l = iiJk" and so on. This sequence can be 
summed into a closed finite expression, as first done by 
Amado in Ref. 7 and amplified by Pagnamenta in Ref. 8 and 
others as 

T(k'k)1 ,= ZR(iiJ) t, l+C(iiJ) 
, <U=<U gkR iiJ gk R 1 _ C(iiJ) (38) 

where5.6 

C(iiJ) = iiJZ - l(iiJ) ~ gk'Rgl'R IZR (iiJ') 12ZR (iiJ - iiJ') 
R "f. iiJ,2(iiJ-iiJ') 

(39) 
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k' ......... .... ....... ... 

p 

FIG. 2. Renonnalized skeleton Born diagram for V-9 scattering. The V­
particle lines represent fully dressed and renonnalized V-particle lines as 
described in Sec. III. 

care this algorithm can be extended to the S-matrix elements 
for processes in the V-8 and VoN sectors. 

Since neither 8 nor N dress or renormalize in the Lee 
model there is only one class of interactions contributing to 
V-8scattering, which is represented by the single diagram in 
Fig. 2 and its iterations. The V-particle lines in Fig. 2 repre­
sent the completely dressed physical particles. Each of these 
lines represents the sum of all possible mass correction and 
N-8 bubble diagram insertions, as occurred in dressing and 
renormalization of the stable single physical V-particle state 
above. The summation of all possible iterations of the above 
renormalized skeleton diagram gives the complete V-8 scat­
tering matrix element. For V8-N88 each diagram of V-8 
scattering has the final V dissociate into N8, and no other 
diagrams contribute. The external V-particle lines each dress 
to give a factor of Z, half of which is canceled by the factor 

1/.JZ associated with the asymptotic in-field operator. The 
remaining uncanceled .JZ factor renormalizes the coupling 
constant at the end of the iterative chain. The internal V lines 
each get the factor Z R (e) between renormalized couplings. 
The first few terms in this sequence of skeleton diagrams of 
fully dressed particle lines are shown in Fig. 3. These 
dressed-particle skeleton diagrams represent terms of the T­
matrix element 

(k'p'IS-llkp) = 21Ti8(w-w')8i+ p,k'+p,T(k',k), 
(36) 

(37) 

Pagnamentaobtains T(k ',k), as in Eq. (38), as a solution of 
the integral equation 

ZR(iiJ-iiJ') t --, 
T(k ',k) = gkR _ gk'R + ZR (w - W ) 

-w 

gk,Rgl'R T(kl,k) 

X f; (iiJ - iiJI)(iiJ - iiJ l - iiJ') 
(40) 

which is easily seen to give our expansion ofEq. (37) by self­
iteration of Eq. (40) in a Neumann-Liouville series. The 
zeroth--order term of the iteration is the first term on the rhs 
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+ 

k' ..... ",' k 
.... " k. k, " 

FIG. 3. Renorrnalized skeleton diagrams 
for the complete V-B scattering amplitude. 
All the higher order expansion diagrams 
are fully dressed renorrnalized skeleton 
diagrams. ............. , __ --_ _ ". _ -- - - ....... " ,,' 

.... , ';..'" ,,< 
/..... / " \ 

, ' ./ " ,~ p 

+ + ... 
p 

ofEq. (40) withw=w',ZR(O) = 1. 
The T-matrix element for VO-+NOO is 

"' t Z R (w - w') I T(k ,k ,k) =gk"R T(k ,k), (41) 
(w -w') 

where T(k '_ k) is that ofEqs. (37)-(40) which, as far as 
we know, may be a new result. 

Our algorithm can be applied to N- V scattering just as 
directly as in the above cases. However, it would require a 
more cumbersome notation and a generalization of our 
treatment above to include momentum-dependent fermion 
energies. 
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ERRATUM 

Erratum: Factorization of the wave equation in a non planar stratified medium 
[J. Math. Phys. 29, 36 (1988)] 

Vaughan H. Weston 
Department of Mathematics, Purdue University, West Lafayette, Indiana 47907 

(Received 2 August 1988; accepted for publication 17 August 1988) 

On p. 37, right column, line 14, replace On p. 40, right column, line 14, replace "compact" by 
"C(Y) X C[O,T] into itself" by "C(Y) X CO,A) [0,11 into "bounded." 
C(Y) XC[O,T]," and on lines 15 and 28 replace 
"C(Y) XCi(O,T]" by "C(Y) XC(l,A) [O,T]." For addi-
tional proof of corresponding statements see Lemma 1 of IV. H. Weston, "Factorization of the dissipative wave equation and inverse 
Appendix C of Ref. 1. scattering," J. Math. Phys. 29, 2205 (1988). 
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